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1 Introduction

The R’99 User Plane requires ATM/AAL2 for transporting user traffic on both the Iur and Iub interfaces. This contribution proposes that IP transport be introduced as an alternative to carrying user plane traffic directly over the ATM/AAL2. An objective is to be Layer 2 protocol independent, i.e., the standard should optionally allow various Layer 2 protocols in addition to ATM/AAL2, which indicates that the transport protocols should be Layer 3 oriented. This study shows that certain IP based transport protocol alternatives can perform as well as, or better than ATM/AAL2 based protocols. 

In deciding which transport alternatives to choose, the following criteria are considered:

· Layer 2 should offer services of multiple LAN/WAN technologies and be transparent to the application layers above.

· Transport protocols should be Layer 3 (i.e., IP) oriented.

· An IP over ATM stack option should be included to enable transport infrastructure reuse in transition from ATM oriented protocols.

· Overhead per user should be minimized, and hence, efficiency should be maximized.

· Delay and jitter constraints imposed by interface standards must be demonstrably achievable.

· QoS services and parametrics must be defined and originate at Layer 3. Support of Layer 3 QoS must be provided by all acceptable Layer 2 services.

· Options for transporting over point-to-point links, as well as routed networks should be considered. (If possible, these two schemes should be "compatible".)

2 Protocol Stack Options

Here we explore some possible protocol stacks that may satisfy the objectives above. In general it is proposed to transport user plane traffic for both the Iub and Iur using IP/UDP as the layer 3/4 protocols. Different layer 2 protocols may be used in a transparent manner. It is apparent that some type of header compression and multiplexing scheme is required in order for IP/UDP to perform efficiently over Iur/Iub interfaces. Two multiplexing alternatives are presented for use with different layer 2 options.

2.1 PPP Multiplexing Schemes

One possible protocol stack is to use standard HDLC/PPP [5], [6] to carry individual user packets with compressed IP/UDP headers [2], [3] (see Figure 8). This is suitable for point-to-point links such as those for the Iub interface. One drawback of this scheme is that there is a sizeable (7 bytes) overhead for each user.

A standards track IETF draft [1] proposes to share some of this overhead by multiplexing several users within a PPP frame. This reduces the per user overhead to 4 bytes (see Figure 9), plus 5 bytes which are “amortized” over all the users in the frame. This option is not intended for WAN-like routed interfaces such as Iur.

For bandwidth sensitive Iur interfaces, one option is to tunnel the multiplexed PPP using L2TP. This scheme, called TCRTP, is proposed in another IETF draft [7]. The overhead for this stack is shown in Figure 10. It includes the overhead for muxed PPP, but adds 21 bytes of tunnelling overhead that must be spread over the number of muxed users in a frame.

2.2 ATM Multiplexing Alternatives

This contribution suggests two possible alternatives for "gracefully" introducing IP protocols into the R'99 ATM-based user plane stacks for both Iub and Iur. In this way, IP-based protocols can be adopted whilst existing ATM transport infrastructures can be retained.

The first alternative (see Figure 11) makes use of the existing ATM/AAL2 multiplexing scheme and adds cUDP to associate source and destination address and ports with each multiplexed user. The cUDP header information simply becomes part of the AAL2 user payload, and adds an additional overhead (3 bytes per user). This protocol stack is not currently standardized, but a supporting draft is expected to be submitted at the July 2000 IETF meeting.

The second alternative (see Figure 12) uses multiplexed PPP over AAL5 [8]. This has the advantage of being very analogous to the HDLC/PPPmux scheme with the same per user overhead, although the ATM cell header, AAL5 trailer are spread (amortized) over the multiplexed users.

Simulation Study

The objective of the simulation is to compare performance of the Iub interface when it carries voice and data mixed traffic with different protocol stacks. Assuming the radio link is not a bottleneck, we study performance of an E1 (30 DS0 channels) Iub interface when voice and data traffic traverse in the forward (downlink) direction i.e. from the RNC to the Node-Bs.  

2.3 Simulation Models

Three traffic models will be prescribed as the basis of all simulation inputs: Voice Traffic Model, Data Traffic Model, and Mixed Voice/Data Model.

2.3.1 Voice Traffic Model

This following Voice Traffic Model is based on the Qualcomm Markov Model[9]. The voice traffic is the aggregation of many individual independent users each having an ON-state and OFF-state behaviour with assigned TTI value 20 ms. Each user generates a voice payload (ON-state) at probability 0.5 and non-voice (OFF-state) at probability 0.5. Each voice user maintains current state with probability of 0.96, and correspondingly, transitions between the ON-state and the OFF-state with probability of 0.04. 

The RNC adds required control fields to voice bits to form a voice payload for lower protocol stacks. In addition, for each different protocol an overhead is added to a voice payload to constitute a voice packet. Signalling messages are sent every 300 ms during the ON-state. More details of overheads and the voice traffic models are described in section 7. In summary, the voice payload for the ON-state is 40.67 bytes, while the voice payload for the OFF-state is 13.67 bytes. The average total bytes of a voice packet of five different protocols are as follows.

· Voice/AAL2/ATM: [Voice payload + 3 (AAL2 header)]*53.0/47.0

· Voice/cUDP/PPP-HDLC: [Voice payload + 3 (cUDP/IP) + 4 (PPP-HDLC)]

· Voice/cUDP/PPPmux-HDLC: [Voice payload + 3 (cUDP/IP) + 1.5 (PPPmux-HDLC)]

· Voice/cUDP/AAL2/ATM: [Voice payload + 3 (cUDP/IP) + 3 (AAL2 header)]*53.0/47.0

· Voice/cUDP/PPPmux/AAL5/ATM: [Voice payload + 3 (cUDP/IP) + 1.2 (PPPmux) +23.5/10 (average of AAL5 padding) + 8/10 (AAL5 trailer)]*53.0/48.0

Table 1 shows a summary of the average and the variance of the total number of bytes generated by a voice frame with all the five protocol stacks.

Bytes per voice frame statistics

Protocol stacks
Average (bytes)
Variance (bytes)**2

AAL2/ATM
34.02
231.75

cUDP/PPP-HDLC
34.17
182.25

cUDP/PPPmux-HDLC
31.67
182.25

cUDP/AAL2/ATM
37.40
231.75

cUDP/PPPmux/AAL5/ATM
37.87
222.20

Table 1. The Average and the Variance of the Number of Bytes per Voice Frame

2.3.2 Data Traffic Model

The data traffic is the aggregation of many individual and independent data users. Each data user represents a high-speed best-effort data transfer, such as file downloads during web browsing. Assume that each data user is also assigned the TTI value of 20 msec. Each data user sends data packets during ON periods, and does not send data packets during OFF periods. The duration of an ON period is Pareto distributed with mean equal to 1 sec, the ON state transitions to the OFF state. When a data user is in the ON state, it may send a data packet at peak rate 64 Kbps, 144 Kbps, or 384 Kbps. The ON period mean is derived from empirical studies of web traffic indicating a mean transfer size of 18 K bytes, which is 144,000 bits, requiring 2.25, 1, or 0.375 second to transfer at 64, 144 or 384Kbps, respectively. The OFF period is exponentially distributed with mean equal to 12 seconds, then the OFF state transitions to the ON state. The OFF mean is derived from empirical studies of web traffic indicating a mean idle/think time of 12 seconds. These periods are mathematically described as:

OFF Period: 

Exponential Tail Distribution: 
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= mean on-time = 2250, 1000, or 375 ms, corresponding to the peak rates 64, 144, or 384 Kbps, respectively. 

Data packets are fragmented into three packets for these protocols on the 384 -Kbps links. The corresponding payload sizes of different peak rates are in the following table.

Peak rate (Kbps)
64
144
384

Payload (bytes)
160
360
320
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3

Table 2. Payload Sizes with Respect to Data Peak Rates

The amounts of overheads introduced by each protocol are under the following assumptions.

· Since both the data-payload sizes are large, we do not multiplex data packets in this study (without PPPmux schemes on data packets).

· We do not assume compression on TCP/IP headers for data packets. 

The RNC adds required control field to data bits to form a data payload. Thus a data payload of the ON-state is estimated as in the Figure 1.  
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Figure 7. Data Payloads for the ON-state

We assume that signalling messages are sent to a UE every 300 msec and consider the following two cases of the ON-state. 

· Without signalling: 2(Header CRC) + 2 (TFI) + Data Payload (data bits) + 2 (CRC) = (Data Payload + 6) (bytes); and

· With signalling: 2(Header CRC) + 2 (TFI) + Data Payload (data bits) + 10 (signalling) + 2 (CRC) = (Data Payload + 16) (bytes).

The average size of a data payload on the ON-state thus is (Data Payload +6.67) bytes. Each data packet consists of (Data Payload + 6.67) bytes and a data overhead over different protocols. We summarize the average total bytes of a data packet of three different protocols in the following. 

· Data/AAL2/ATM: [(Data payload + 6.67)+ 20 (TCP) + 20 (IP) + 3 (AAL2 header)] * 53.0/47.0

· Data/PPP-HDLC: [(Data payload + 6.67) + 20 (TCP) + 20(IP) + 3(UDP/IP) + 4 (PPP)]

· Data/UDP/AAL2/ATM: [(Data payload + 6.67) + 20 (TCP) + 20 (IP) + 3 (UDP/IP) + 3 (AAL2 header)] * 53.0/47.0

· Data/UDP/AAL5/ATM: [(Data payload + 6.67) + 20 (TCP) + 20 (IP) + 3 (UDP/IP) + 23.5/10 (average of AAL5 padding) + 8/10 (AAL5 trailer)]*53.0/48.0

The Table 3 shows a summary of the number of bytes generated by a data frame with all the four protocol stacks.

Bytes per data frame 

Protocol stacks
Frame size (bytes)

AAL2/ATM
461.97

PPP-HDLC
413.67

UDP/AAL2/ATM
455.66

UDP/AAL5/ATM
455.82

Table 3. The Number of Bytes per Data Frame

2.3.3 Mixed Voice and Data Traffic Model

Two independent queues are assumed, one for voice traffic and one for data traffic. A queuing scheduling algorithm is applied whereby packets in the voice queue have priority over packets in the data queue. Furthermore, voice packets cannot pre-empt data packets. A description of the resulting operation is as follows:

The voice will be served until empty, at which the data queue will be served until empty or the voice queue has become non-empty.

In this study we use a “load-balancing” scheme for both voice and data packets. The objective is to make the intermission time that a packet being transmitted as long as possible. For example, consider 10 voice users in a 20 msec frame. The first user is transmitted at 0 msec, the second one is transmitted at 2 msec, etc., and the 10-th user is transmitted at 18 msec. This is the traffic in the best case.

2.4 Simulation Parameters

· Each simulation runs at least 2,000 real seconds (50 
[image: image10.wmf]´

2000 
[image: image11.wmf]´

 N frames, where N is the total number of users).

· Statistics gathered are the average of at least ten simulation runs of 2,000 real seconds.

· For each case, we obtain metrics for the following protocol stacks:

Protocol Set
Voice
Data
Comments

1
AAL2/ATM
AAL2/ATM


2
CUDP/PPP-HDLC
UDP/PPP-HDLC
1, 2.

3
CUDP/PPP-mux-HDLC
UDP/PPP-HDLC
1, 2. 

4
CUDP/AAL2/ATM
UDP/AAL2/ATM


5
CUDP/PPPmux/AAL5/ATM
UDP/PPP/AAL5/ATM
1, 2.

Table 4. Five Protocol Sets with Mixed Voice and Data Traffic

1. Data packets shall be fragmented for these protocols on low-bandwidth (e.g., 1.5 – 2.0 Mbps) links. The maximum fragment size shall be 360 bytes (1.5 ms at 1.92 Mbps). Objective is to limit jitter introduced to voice packets by this amount.

2. Considering the amount of overheads introduced by these protocols and the large data-payload size, header compression and PPP multiplexing data packets are not indicated. The PPP multiplexing only performs for voice packets.

2.5 Use Cases

We compare two cases with a traffic stream mixed voice users and data users. The traffic proportions described below are approximate targets, because it is recognized that the number of users may be quantitative to integer numbers.

Scenario 1 – Voice-centric Network

A network where 90% of the minimum available bandwidth is consumed by voice traffic, and 10% of the minimum available bandwidth is consumed by best-effort traffic.

Scenario 2 – Data-centric Network

A network where 20% of the minimum available bandwidth is consumed by voice traffic, and 80% of the minimum available bandwidth is consumed by best-effort data traffic. Data traffic is modelled as web browsing traffic.

2.6 Performance Metrics

The statistics collected from the simulation include:

· 99.9-percentile-voice Delay at given packet drop probability (i.e., the delay of 99.9 percent voice packets is less than that value). Voice delays considered in this study are consistent with the definition of the “Cell Delay Variation (CDV)” specified in “Recommendation I.356”. The CDV is the difference between the cell’s reference arrival time and actual arrival time at the Node B (see 6.5.2 in [10]).   

· 99.9-percentile-data Delay at given packet drop probability.

· Voice-packet-loss Rate (%): the ratio of the number of voice packets dropped over the total voice packets arriving to the system. The drop of voice packets is due to a finite voice buffer (in this study, the size is 38,400 bits, which is the maximal number of bits an E1 line can transmit in 20ms).

· Data-packet-loss Rate (%): the ratio of the number of data packets dropped over the total data packets arriving to the system. The drop of data packets is due to a finite data buffer (in this study, the size is 192,000 bits, which is the maximal number of bits an E1 line can transmit in 100 ms). 

· Voice Utilization: the ratio of the average number of voice bits transmitted per time unit over the number of bits that can be transmitted over the media per time unit.

· Data Utilization: the ratio of the average number of data bits transmitted per time unit over the number of bits that can be transmitted over the media per time unit.

· Utilization (the fraction of time over the simulation interval that the media is not empty) = Voice Utilization + Data Utilization

We vary the number of voice users and that of data users to find the number of voice users and that of data users the system can support (defined as “capacity”) while maintaining the following QoS requirements.

· The 99.9-percentile-voice Delay less than 2.0 ms.

· The 99.9-percentile-data Delay less that 100 ms. 

· The Voice-packet-loss Rate is less than 
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· The Data-packet-loss Rate is less than 
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2.7 Simulation results

Thorough study is simulated at data-peak rate 144 Kbps under the assumptions mentioned previously. Several topics are considered:

· Comparison of the capacity and the utilization of the five protocols under four cases: “Voice-only”, “Scenario 1 – Voice-centric Network”, “Scenario 2 – Data-centric Network”, and “Data-only”.

· Investigation of voice statistics, including Voice-packet-loss Rate and 99.9%-voice Delay.

· Discussion of the size of data buffers based on Data-packet-loss Rate and 99.9%-data Delay.

· Examination of a scheme, data-packet fragmentation.

A comparison of capacity and utilization under different data-peak rates: 64 Kbps, 144 Kbps, 384 Kbps, is also included in this study.

Comparison of the Capacity and the Utilization of the Five Protocols

2.7.1.1 [image: image34.wmf]Figure 2. 99.9-percentile Voice Delay
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Protocol stack
Capacity (# of voice calls)
Utilization

Voice/AAL2/ATM
128
90.73%

Voice/cUDP/PPP
129
91.84%

Voice/cUDP/PPPmux
138
91.06%

Voice/cUDP/AAL2/ATM
117
91.18%

Voice/cUDP/PPPnux/AAL5/ATM
115
91.33%

Table 5. Capacity and Utilization of the Iub Interface under Different Protocol Stacks


In all the above simulations, all the Voice-loss rates are less than 
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Observations from Figure 2 and Table 5:

1) The capacities of the protocol stacks follow: cUDP/PPPmux > cUDP/PPP > AAL2/ATM > cUDP/AAL2/ATM > cUDP/PPPmux/AAL5/ATM.

2) The AAL2/ATM and the cUDP/PPP-HDLC protocol stacks render virtually the same Iub interface capacity for network with only voice traffic.
3) Between the two “ATM multiplexing” protocol stacks, the CUDP/AA2/ATM protocol stack performs better capacity than the cUDP/PPPmux/AAL5/ATM protocol stack.
4) Each protocol stack can provide over 115 voice calls and utilize an E1 line more than 90%.
2.7.1.2 Capacity of the Five Protocols

The Figure 3 shows the number of voice users and that of data users that each five protocol can support under various proportions of voice traffic and data traffic while maintaining the QoS requirements. In the Figure 3 the line L1 indicates the Scenario 1 – Voice-centric Network in which voice traffic consumes 90% of the total utilization of bandwidth while data traffic consumes 10% of the total utilization of bandwidth. The line L2 indicates the Scenario 2 – Data-centric Network in which voice traffic consumes 20 % of the total utilization of bandwidth while data traffic consumes 80% of the total utilization of bandwidth. In all cases considered the limiting QoS requirement of capacity is “Data-packet-loss Rate < 
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Observations from Figure 3:

1) For all different proportions of mixed voice and data traffic, the capacities of the five protocols follow: Protocol 3(cUDP/PPPmux) > Protocol 2 (cUDP/PPP) > Protocol 1 (AAL2/ATM) > Protocol 4 (cUDP/AAL2/ATM) or Protocol 5 (cUDP/PPPmux/AAL5/ATM)).
2) The Protocol 4 (UDP/AAL2/ATM) and the Protocol 5 (cUDP/PPPmux/AAL5/ATM) render virtually the same Iub interface capacity.
3) All the three ATM-based protocols, the Protocol 1, the Protocol 4, and the Protocol 5, converge to the same capacity as data traffic becomes dominant.
4) The Protocol 2 and the Protocol 3 render virtually the same Iub interface capacity for network with only voice traffic. While increasing the utilization of bandwidth by data traffic, the Protocol 2 converges to the Protocol 1 in capacity, and the Protocol 3 converges to the Protocol 4 and the Protocol 5 in capacity.
5) The number of voice users and the number of data users appear to be correlated linearly.

2.7.1.3 Utilization of the Five Protocols

In the analysis of utilization, four cases are considered: “Voice only” (100% of maximal utilization is consumed by voice traffic), “90%Voice: 10%Data” (Scenario 1: Voice-centric Network), “20%Voice: 80%Data” (Scenario 2: Data-centric Network), and “Data only” (100% of maximal utilization is consumed by data traffic). The corresponding capacity of each case is in the Table 6. In which the pair (a, b) represents “a”: the number of voice users, and “b”: the number of data users.


Protocol 1
Protocol 2
Protocol 3
Protocol 4
Protocol 5

Voice only
(128,  0)
(129,  0)
(138,  0)
(117,  0)
(115, 0)

90%Voice: 10% Data 
( 85, 10)
( 93,  9)
( 99,  9)
( 80,  9)
( 82,  9)

20%Voice: 80% Data
( 11, 39)
( 11, 43)
( 11, 43)
( 12, 39)
( 10, 38)

Data only
(  0 ,  40)
(  0, 45)
(  0, 45)
( 0 , 40)
(  0, 40)

Table 6. The Capacity of Different Mixed Voice and Data Traffic 

The results of the analysis are illustrated in the Figure 4.

[image: image36.wmf]Figure 4. The Utilization of the Five Protocols
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Observations from Figure 4:

1) The utilization of each of the four cases is consistent across the protocols.

2) For each protocol, the total utilization decreases as the load of data traffic increases.

3) The utilization of the “Voice-only” case is approximately 90%, that of the “90%Voice: 10%Data” case is approximately 70%, that of the “20%Voice: 80%Data” case is approximately 36%, and the “Data-only” case is approximately 28%.  

This section explores two factors of the capacity of the five protocols. One is the overheads of voice packets and those of data packets, which are determined by different protocol stacks. The other is the proportion of mixed voice traffic and data traffic. The comparison of the capacity of the five protocols (see the Figure 3) is consistent with the amount of overheads (see the Table 1 and the Table 3). The comparison suggests that fewer overheads lead to more capacity. Regarding the mixture of data users and voice users, one significant phenomenon is the big difference of utilization (see the Figure 4. 90% for the Voice-only case, and 28% for the Data-only case). The significantly less utilization of data traffic is due to very “bursty” nature of data traffic.

2.7.2 Voice Statistics: Voice-packet-loss Rate and 99.9% Voice Delay  

We consider the statistics associated with the two QoS requirements for voice packets:

· The Voice-packet-loss Rate is less than 
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· The 99.9-percentile-voice Delay less than 2.0 ms.

All the simulations under study show the Voice-packet-loss Rate is less than 
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. The loss of voice packets is due to a finite voice-buffer size, 38400 bits, which is the maximal number of bits an E1 line can transmit in 20 ms.

The 99.9%-voice Delay of each protocol is consistent across all the combinations of the number of voice users and that of data users in the study. Table 7 shows the 99.9%-voice Delay for each protocol. The reader may also notice that the summation of the transmission time of a voice packet and that of a data packet is consistent with 99.9%-voice Delay.  

Protocols
Protocol 1
Protocol 2
Protocol 3
Protocol 4
Protocol 5

99.9%-voice Delay (ms)
2.1
2.1
1.9
1.9
2.1

Transmission time of a data packet (ms)
1.92
1.72
1.72
1.94
1.90

Transmission time of a voice packet (ms)
0.14
0.14
0.13
0.16
0.16

Table 7. 99.9% Voice Delay v. s. Transmission Time of a Packet

The explanation of the consistency of 99.9%-voice Delay is as follows. Under assuming of non-pre-emptive priority queue, two factors contribute to the queuing delay of voice packets: (1) the backlogs of a voice buffer, and (2) the delay due to a data packet in transmission. In our study, the QoS requirement that limits capacity is always either Data-packet-loss Rate or 99.9%-data Delay, indicating that the backlogs of voice buffers cannot be too big. Actually, further evidence can be found in the Figure 2, which indicates 99.9%-voice Delay is zero for cases with the number of voice users less than 100 ms. Thus, the queuing delay of voice packets is mainly contributed by a data packet in transmission. While traffic load of a system gets heavier, reaching the capacity of the system, the delay of a voice packet in the worst case is the summation of the transmission time of a voice packet and the queuing delay of the voice packet, the transmission time of a data packet.

2.7.3 Data Buffer Size Issue

Based on the following two QoS requirements for data packets: 

· 99.9-percentile-data delay less that 100 ms, and  

· Data-packet-loss Rate is less than 
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simulations measure the 99.9-%-data Delay given Data-packet-loss Rate less than 
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. The Data-packet loss is due to a finite data buffer size, 192,000 bits, equal to the maximal number of bits an E1 line can transmit in 100 ms. The assignment of the buffer size is because those packets dropped shall have delay more than 100 ms. It is necessary to examine the correlation of the two QoS requirements with the data buffer size.

Consider only data traffic. We use the protocols 1,2,4 as examples, since the Protocol 2 and the Protocol 3 use the same data protocol, and the Protocol 4 and the Protocol 5 render virtually the same performance as indicated in the Figure 3. Simulation results are summarized in the Table 8.1, the Table 8.2, and the Table 8.3. Notice that simulations also suggest that the confidence interval of 99.9-data Delay is very big, which suggest the variation is big.

# of data users
40
41
42
43
44
45

Data-packet-loss Rate
0.000071
0.000137
0.000155
0.000206
0.000175
0.000231

99.9%-data Delay (ms)
31.45
36.93
39.63
49.48
40.96
48.49

Table 8.1. The Data-packet-loss Rate and the 99.9%-data Delay of the Protocol 1

# of data users
45
46
47
48
49
50

Data-packet-loss Rate
0.00092
0.000113
0.000127
0.000138
0.000148
0.000184

99.9%-data Delay (ms)
43.72
35.55
37.17
33.89
37.23
40.11

Table 8.2. The Data-packet-loss Rate and the 99.9%-data Delay of the Protocol 2

# of data users
40
41
42
43
44
45

Data-packet- loss Rate
0.000074
0.000143
0.000159
0.000215
0.000180
0.000244

99.9%-data Delay (ms)
32.45
37.87
41.28
51.06
42.03
49.19

Table 8.3. The Data-packet-loss Rate and the 99.9%-data Delay of the Protocol 4

Observations from Table 8.1, Table 8.2, and Table 8.3:

1) For each protocol, the limiting QoS requirement is “Data-packet-loss Rate < 
[image: image20.wmf]4

10

-

”.

2) For each protocol, the Data-packet-loss Rate increases as the number of data users increase.

3) The 99.9%-data Delay is significantly less than 100 ms, actually less than 50 ms, for all the cases under study.

The above observations suggest that among all data packets, about 0.01% of them are dropped, about 0.01% of them are not dropped but have delay longer than 50 ms, about 99.98% of them have delay less than 50 ms. It may be possible to increase capacity by enlarging the size of data buffers, because it can reduce Data-packet-loss Rate while keeping 99.9%-data Delay less than 100 ms given Data-packet-loss Rate less than 
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2.7.4 Packet Fragmentation Issue

The study requires data packets be fragmented for these protocols on low-bandwidth (e.g., with data peak rate 1.5 – 2.0 Mbps) links. The Protocol 1 with data peak rate 144 Kbps is used to show that data-packet fragmentation is not suitable for cases with data-peak rate equal to or less than 144 Kbps. The statistics of the Table 9 are collected while systems reach capacity with various proportions of the traffic loads of voice and data. 


Without fragmentation
With fragmentation

# of voice users
# of data users
99.9%-voice Delay (ms)
99.9%-data Delay < 100 ms
Data-packet-loss Rate < 
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99
5
2.1
Yes
Yes
1.0
No
No

85
10
2.1
Yes
Yes
1.0
No
No

73
15
2.1
Yes
Yes
1.0
No
No

63
20
2.1
Yes
Yes
1.0
No
No

52
25
2.1
Yes
Yes
1.0
No
No

40
30
2.2
Yes
Yes
1.0
No
No

22
35
2.1
Yes
Yes
1.0
No
No

9
40
2.1
Yes
Yes
1.0
No
No

Table 9. Statistics of without Fragmentation V. S. with Fragmentation

Observations from Table 9:

1) Data fragmentation reduces 99.9%-voice Delay from 2.1 ms to 1.0 ms. 

2) Data fragmentation makes 99.9%-data Delay longer and makes Data-packet-loss Rate larger. Both of the statistics under the data fragmentation cannot fulfil the QoS requirements.

3) These results of “99.9%-voice Delay”, “99.9%-data Delay < 100 ms”, and “Data-packet-loss Rate < 
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” are consistent across all the combinations of the number of voice users and that of data users.

Data fragmentation improves 99.9%-voice Delay because it takes shorter to transmit a data packet. As mentioned previously, the consistency of 99.9%-voice Delay across all the cases is due to a non-pre-emptive priority queue. On the other hand, the overheads due to packet fragmentation on data packets increase the load of data traffic. The increments are significant enough to aggravate 99.9%-data Delay and Data-packet-loss Rate. 

2.7.5 Comparison between Different Data-peak Rates

Simulations of the Protocol 1 are studied to understand the impact of different data-peak rates. Three data-peak rates are studies: 64 Kbps, 144 Kbps, and 384 Kbps. In particular, data packets generated at 384 Kbps are fragmented into three data packets each has payload 320 bytes. The mean time of On-states of each case is also adjusted to be equivalent to mean file size 18 Kbytes as file downloads during web browsing. The statistics of the Mean Time of ON, and that of the Mean Time of OFF in the Table10 are made up for purposes.

Data-peak Rate (Kbps)
64
144
384

Payload (bytes)
160
360
320
[image: image25.wmf]´

3

Mean Time of ON (ms)
2250
1000
375

Mean Time of OFF (ms)
12000
12000
12000

Table 10. Data Payload Size with Respect to Data-peak Rate

The Table 11 summarizes the 99.9%-voice Delay with respect to different transmission time of data packets due to different data-peak rates. The reader may still notice that the size of data packets is the only factor of the 99.9%-voice delay with respect to different data-peak rates.  

Data-peak Rate (Kbps) 
64
144
         384

99.9%-voice Delay (ms)
1.2
            2.1
          1.9

Transmission time of a data packet (ms)
0.97
1.92
1.74

Transmission time of a voice packet (ms)
0.14
0.14
0.14

Table 11. 99.9%-voice Delay v. s. Transmission Time of Packets
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The capacity of each case is illustrated in the Figure 5. In all the cases of different proportions of mixed voice and data traffic, the capacities follow: 64 Kbps > 144 Kbps >384 Kbps. In addition, the number of voice users and that of data users appear to be correlated linearly. 
The utilization of different data-peak rates while maintaining the QoS requirements is illustrated in the Figure 6. Four categories are considered: 

· Category 1: five data users and maximal number of voice users. 

· Category 2: ten data users and maximal number of voice users.

· Category 3: fifteen data users and maximal number of voice users.

· [image: image38.wmf]Figure 6. The Utilization of Differnt Data-peak Rates
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Category 4: twenty data users and maximal number of voice users.

Observations from Figure 6:

1) The utilization of cases with different data-peak rates follows the same pattern for each category: 64 Kbps > 144 Kbps > 384 Kbps. 

2) The utilization for each data-peak rate decreases as the number of data users increase.

The data traffic at data-peak rate 384 Kbps has the most bursty nature among those of all the three different data-peak rates. The Figure 5 and the Figure 6 suggest that the more bursty the data traffic is, the less capacity and the less utilization are.

2.8 Simulation Study Conclusions

 Conclusions include four categories: “Protocols”, “Voice v. s. Data”, “QoS Requirements”, and “Scheduling Schemes”.

2.8.1 Protocols

1) In general, the capacities of the five protocols follow: Protocol 3 (cUDP/PPPmux) > Protocol 2 (cUDP/PPP) > Protocol 1 (AAL2/ATM) > Protocol 4 (cUDP/AAL2/ATM) or Protocol 5 (cUDP/PPPmux/AAL5/ATM)).
2) Protocol 4 (UDP/AAL2/ATM) and Protocol 5 (cUDP/PPPmux/AAL5/ATM) render virtually the same Iub interface capacity.
3) For the Voice-only case, in particular, the cUDP/PPP and AAL2/ATM render virtually the same Iub interface capacity. cUDP/PPPmux yields about 7% capacity improvement over both cUDP/PPP and AAL2/ATM, and yields about 20% improvement over both cUDP/AAL2/ATM and cUDP/PPPmux/AAL5/ATM.
4) For the Scenario 1 – Voice-centric Network, the capacity of data traffic is consistent across all the protocols. Regarding the capacity of voice traffic, Protocol 3 yields 6% improvement over Protocol 2, yields 16% improvement over Protocol 1, yields 21% improvement over Protocol 5, and yields 24% improvement over Protocol 4.
5) For the Scenario 2 – Data-centric Network, the capacity of voice traffic is consistent across all the protocols. Regarding the capacity of data traffic, the Protocol 2 and the Protocol 3 yield the same Iub interface capacity. These two protocols yield 10% improvement over both Protocol 1 and Protocol 4, and yield 13% improvement over Protocol 5. 
6) For the Data-only cases, AAL2/ATM, UDP/AAL2/ATM, and UDP/PPP/AAL5/ATM render virtually the same Iub interface capacity. UDP/PPP-HDLC has the largest capacity, 12.5% improvement over the other three protocol stacks.
2.8.2 Voice v. s. Data 

1) Across the capacities of different proportion of voice and data traffic, the number of voice users is linearly and negatively correlated with the number of data user.

2) The utilization of an E1 link decreases as the load of data traffic increases due to bursty nature of data traffic.

3) Across all the protocols under study, the utilization of the Voice-only case is about 90%, that of the Scenario 1 -- Voice-centric Network is about 70%, that of the Scenario 2 – Data-centric Network is about 36%, and that of the Data-only case is about 28%.

4) The utilization decreases as data-peak rates increase. This is because the larger data-peak rate leads to more bursty data traffic.

2.8.3 QoS requirements

1) For all mixed voice and data traffic or data-only traffic under study, the limiting QoS requirement is “Data-packet-loss Rate <
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.

2) Due to a non-pre-emptive priority queue, 99.9%-voice Delay is consistent with the summation of the transmission time of a voice packet and that of a data packet. 

3) Limited by the “99.9%-voice Delay < 2 ms”, given a reasonable voice-buffer size, 38,400 bits, the maximal number of bits an E1 line can transmit in 20 ms, Voice-packet-loss Rate is consistently less than 
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 for all the cases under study.

4) There is no conclusive suitable data-buffer size from this study. Further investigations are required.

2.8.4 Scheduling Schemes

1) The PPP-multiplexing scheme for voice packets can improve capacity. Details are described previously.

2) Simulation proves packet fragmentation for data packets is not suitable for data packets with data-peak rates less than or equal to 144 Kbps.

3) All the simulations under study are based on the non-pre-emptive priority policy: voice packets have priority over data packets, but cannot pre-empt data packets. Other scheduling policies of mixed voice and data traffic are not studied in this paper.

3 Proposals

It is proposed that the recommendations as shown in the attachment, along with a reference to the simulation study conclusions from section 3.6 of this contribution, should be included in section 7.3 Transport network bandwidth utilisation, of the IP Transport UTRAN Technical Report [13]. See the attachment, section 6, for the details.
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Attachment – Proposed text changes to TR 25.933

Based on the conclusions of the Motorola simulation study (see contribution R3-00cccc), the recommendations concerning the IP based user plane transport protocol stacks are as follows:
· Bandwidth Sensitive Cases

Interfaces that are bandwidth sensitive, Iub for example, should adopt the highest efficiency protocols within constraints of the transport networks. For E1 networks, cUDP/PPPmux-HDLC is recommended. For ATM networks, either cUDP/PPPmux/AAL5/ATM or cUDP/AAL2/ATM is recommended. The efficiency of either ATM protocol is approximately the same, so selection between them should be based on other criteria not addressed in this paper. Examples of such criteria are:

1. Compatibility with non-ATM protocols (e.g., multiplexing schemes) to achieve the goal of "Link Layer Independence."

2. Evolution path, in terms of hardware and software upgrades, from existing ATM protocols towards IP/ATM protocols, with endpoint of the most efficient IP/-HDLC protocols. 

3. The "maturity" of standards required to support the protocols in terms of generally available, or demonstrably feasible technology.

4. The impact of High Speed Data Services (e.g., larger packet size) on composite voice/data protocol efficiency.

· Bandwidth Sensitive Cases

In cases where the interfaces are not bandwidth sensitive, short-haul Iub or Iur for example, the economics may indicate that the capital equipment costs required for multiplexing and compression are not justified. In these cases, uncompressed UDP/IP/PPP over HDLC or AAL5 is recommended. Note that these are identical to the case of bandwidth sensitive protocols, with the compression and multiplexing options "turned-off."

· IP Routed Cases

Interfaces that may not be point-to-point, Iur for example must be carried over a routed network. Typical implementations of these interfaces will not be bandwidth sensitive, and therefore, the protocols recommended for non-bandwidth sensitive point-to-point interfaces are also recommended in these cases. However, some implementations may be bandwidth sensitive. In these cases, the interfaces should employ a tunnelled and multiplexed protocol, e.g., TCRTP (PPPmux over an L2TP tunnel). The performance of such protocols is for further study.
 Appendix - Additional Details

3.1 Voice Traffic Model Details

Assume that voice service is assigned the TTI value of 20 msec, i.e., voice frames are sent from the RNC every 20 msec.  Each voice flow utilizes a full rate AMR codec, and behaves like an “on-off” source.  In the “on” state, each voice flow generates 244 voice bits every 20 msec.  In the “off” state, it generates 39 “0” bits.  The RNC adds required control fields to voice bits to form a voice payload for lower protocol stacks. Figure 7 (a) and (b) depict DL voice payloads when a voice flow is in the “on” and “off” state, respectively.
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Figure 8. DL voice payloads when a voice flow is in “on” and “off” state

For descriptions of control fields in Figure 7, see [11].  DCH0, DCH1 and DCH2 are used for transferring voice bits.  RRC signalling messages (e.g., signalling of handover measurement reports from the UE to the SRNC and active set update signalling from the SRNC to the UE) are sent over DCH3.  We estimate that the size of a signalling message is about 10 bytes on average.  Therefore, in this study, we assume that the size of the transport block (TB) of DCH3 is either 0 bytes, when no signalling messages exist, or 10 bytes.  We also assume that signalling messages are sent to a UE every 300 msec. 
Therefore, when a voice flow is in the “on” state, it generates a total of

2 + 4 + 32 + 2 
= 40 bytes, without signalling messages, and


2 + 4 + 32 + 10 + 2 
= 50 bytes, with signalling messages.

When a voice flow is in the “off” state, it generates a total of

2 + 4 + 5 + 2 

= 13 bytes, without signalling messages, and


2 + 4 + 5 + 10 + 2 
= 23 bytes, with signalling messages.

We model each voice flow by a discrete-time, two-state Markov chain.  This is a discrete-time version (in order to capture nature of speech coders) of the widely accepted continuous-time, two-state Markov chain proposed by Brady [12].  We assume that a voice flow is in the “on” state half of the time.  Therefore, the average size of voice payload per TTI is



(40 + 10/15)/2 + (13 + 10/15)/2
= 27.17 bytes,

and the variance is 182.25 (bytes)**2. Each voice flow has a geometrically decaying autocorrelation function and we assume the correlation coefficient value of 0.92.  This corresponds to the average holding time in the “on” and “off” state of 500 msec each. 

3.2 Protocol Overhead Computations Details

In this section, we consider the amount of overhead introduced by each protocol stack.  Listed below are assumptions made in order to estimate the amount of overhead added to each voice payload for different protocol stacks in our simulations.

· HDLC Address and Control fields can be signalled as unused and are not required to be transmitted; therefore, they do not contribute additional overhead.

· For PPPmux, we limit the size of PPPmux frame to be less than 300 bytes.  (This number is arbitrarily chosen so that some packets with higher priority than voice packets, such as real-time, out-of-band, call control packets, are delayed by at most 1.25 msec behind a voice PPPmux frame.)  This corresponds to multiplexing about 10 voice payloads in a PPPmux frame on average.

· We do not include the padding bytes for partially filled ATM cells when AAL2 is used.  The reason is that the padding bytes are amortized over a large number of ATM cells.  Therefore, the overhead due to padding bytes per each voice frame becomes negligible.

· For cUDP/PPPmux/AAL5/ATM, the overhead due to PPPmux for each voice frame with this protocol stack is 1.2 bytes (i.e., 1 (length) + [1 (PPPmux ID) + 1 (PPP PID)]/10). The AAL5 Padding and Trailer must be included.
3.3 Detailed Protocol Stacks

See the following figures.
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Figure 9. HDLC/PPP
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Figure 10. HDLC/PPPmux


[image: image31.wmf] 

 

HDLC

 

HDR

 

 

PPPmux

 

ID

 

p

 

f

 

f

 

[‘1’

]

 

 

Len

 

 

PPP

 

ID

 

 

cUDP

 

 

Payload

 

p

 

f

 

f

 

[‘0’

]

 

 

Len

 

 

cUDP

 

 

Payload

 

 

CRC

 

Bytes   1

 

1

 

7 bits

 

1

 

3

 

1 bit

 

2

 

7 bits

 

1 bit

 

3

 

 

IP

 

20

 

 

L2TP

HC

 

1

 


Figure 11. HDLC/TCRTP
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Figure 12. AAL2/cUDP
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