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1 Introduction

The R99 User Plane requires ATM/AAL2 for transporting user traffic on both the Iur and Iub interfaces. This contribution proposes that for R00 IP transport be introduced as an alternative to carrying user plane traffic directly over the ATM Layer 2. An objective is to be Layer 2 protocol independent, i.e., the standard should optionally allow various Layer 2 protocols in addition to ATM, which indicates that the transport protocols should be Layer 3 oriented. This study shows that certain IP based transport protocol alternatives can perform as well as, or better than ATM/AAL2 based protocols. 

In deciding which transport alternatives to choose, the following criteria are considered:

· Layer 2 should offer services of multiple LAN/WAN technologies and be transparent to the application layers above.

· Transport protocols should be Layer 3 (i.e., IP) oriented.

· An IP over ATM stack option should be included to enable transport infrastructure reuse in transition from ATM oriented protocols.

· Overhead per user should be minimized, and hence, efficiency should be maximized.

· Delay and jitter constraints imposed by interface standards must be demonstrably achieveable.

· QoS services and parametrics must be defined and originate at Layer 3. Support of Layer 3 QoS must be provided by all acceptable Layer 2 services.

· Options for transporting over point-to-point links, as well as routed networks should be considered. (If possible, these two schemes should be "compatible".)

2 Protocol Stack Options

Here we explore some possible protocol stacks that may satisfy the objectives above. In general it is proposed to transport user plane traffic for both the Iub and Iur using IP/UDP as the layer 3/4 protocols. Different layer 2 protocols may be used in a transparent manner. It is apparent that some type of header compression and multiplexing scheme is required in order for IP/UDP to perform efficiently over Iur/Iub interfaces. Two multiplexing alternatives are presented for use with different layer 2 options.

2.1 PPP Multiplexing Schemes

One possible protocol stack is to use standard HDLC/PPP [5], [6] to carry individual user packets with compressed IP/UDP headers [2], [3] (see Figure 3). This is suitable for point-to-point links such as those for the Iub interface. One drawback of this scheme is that there is a sizeable (7 bytes) overhead for each user.

A standards track IETF draft [1] proposes to share some of this overhead by multiplexing several users within a PPP frame. This reduces the per user overhead to 4 bytes (see Figure 4), plus 5 bytes which are “amortized” over all the users in the frame. This option is not intended for WAN-like routed interfaces such as Iur.

For bandwidth sensitive Iur interfaces, one option is to tunnel the multiplexed PPP using L2TP. This scheme, called TCRTP, is proposed in another IETF draft [7]. The overhead for this stack is shown in Figure 5. It includes the overhead for muxed PPP, but adds 21 bytes of tunneling overhead that must be spread over the number of muxed users in a frame.

2.2 ATM Multiplexing Alternatives

This contribution suggests two possible alternatives for "gracefully" introducing IP protocols into the R'99 ATM-based user plane stacks for both Iub and Iur. In this way, IP-based protocols can be adopted whilst existing ATM transport infrastructures can be retained.

The first alternative (see Figure 6) makes use of the existing ATM/AAL2 multiplexing scheme and adds cUDP to associate source and destination address and ports with each multiplexed user. The cUDP header information simply becomes part of the AAL2 user payload, and adds an additional overhead (3 bytes per user). This protocol stack is not currently standardized, but a supporting draft is expected to be submitted at the July 2000 IETF meeting.

The second alternative (see Figure 7) uses multiplexed PPP over AAL5 [8]. This has the advantage of being very analogous to the HDLC/PPPmux scheme with the same per user overhead, although the ATM cell header, AAL5 trailer are spread (amortized) over the multiplexed users.

Performance Analysis

In this section, we compare performance of the Iub interface when it carries voice traffic with different protocol stacks.  The protocol stacks under study are:

1. AAL2/ATM (as specified for R99), 

2. cUDP/PPP-HDLC,

3. cUDP/PPPmux-HDLC,
4. cUDP/AAL2/ATM, and 
5. cUDP/PPPmux/AAL5/ATM.
Assuming that the radio link is not the bottleneck, we study performance of an E1 (30 DS0 channels) Iub interface when voice frames traverse in the forward (downlink) direction, i.e., from RNC to Node-Bs.  Our goal is to determine the “capacity” of the Iub interface in term of the number of voice “flows”
 supported under protocol stacks mentioned above.

2.3 Model Parameters

1. Consider only the downlink DCH transport channel type.

2. Speech (using full rate AMR codec) and RRC signaling traffic is modeled.
3. Homogeneous (undifferentiated) QoS for all traffic flows.

4. IP v4 protocols.

5. Overhead due to HDLC bit-stuffing not included. Sensitivity analysis of this assumption is for further study.

6. The packet-to-packet (or, equivalently the cell-to-cell) delay variation, a.k.a. jitter, is accounted for in the 99.9 percentile delay statistic provided in this study. Stated another way, the 99.9 percentile delay statistic is equivalent to the upper-bound of the 99.9 percentile jitter statistic.

2.4 Voice Traffic Model

Assume that voice service is assigned the TTI value of 20 msec, i.e., voice frames are sent from the RNC every 20 msec.  Each voice flow utilizes a full rate AMR codec, and behaves like an “on-off” source.  In the “on” state, each voice flow generates 244 voice bits every 20 msec.  In the “off” state, it generates 39 “0” bits.  The RNC adds required control fields to voice bits to form a voice payload for lower protocol stacks. Figure 1 (a) and (b) depict DL voice payloads when a voice flow is in the “on” and “off” state, respectively.
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Figure 1. DL voice payloads when a voice flow is in “on” and “off” state

For descriptions of control fields in Figure 1, see [12].  DCH0, DCH1 and DCH2 are used for transferring voice bits.  RRC signaling messages (e.g., signaling of handover measurement reports from the UE to the SRNC and active set update signaling from the SRNC to the UE) are sent over DCH3.  We estimate that the size of a signaling message is about 10 bytes on average.  Therefore, in this study, we assume that the size of the transport block (TB) of DCH3 is either 0 bytes, when no signaling messages exist, or 10 bytes.  We also assume that signaling messages are sent to a UE every 300 msec. 
Therefore, when a voice flow is in the “on” state, it generates a total of

2 + 4 + 32 + 2 
= 40 bytes, without signaling messages, and


2 + 4 + 32 + 10 + 2 
= 50 bytes, with signaling messages.

When a voice flow is in the “off” state, it generates a total of

2 + 4 + 5 + 2 

= 13 bytes, without signaling messages, and


2 + 4 + 5 + 10 + 2 
= 23 bytes, with signaling messages.

We model each voice flow by a discrete-time, two-state Markov chain.  This is a discrete-time version (in order to capture nature of speech coders) of the widely accepted continuous-time, two-state Markov chain proposed by Brady [13].  We assume that a voice flow is in the “on” state half of the time.  Therefore, the average size of voice payload per TTI is



(40 + 10/15)/2 + (13 + 10/15)/2
= 27.17 bytes,

and the variance is 182.25 (bytes)**2. Each voice flow has a geometrically decaying autocorrelation function and we assume the correlation coefficient value of 0.92.  This corresponds to the average holding time in the “on” and “off” state of 500 msec each. (see section 3.4 for more details).

2.5 Protocol Overhead Computations

In this section, we consider the amount of overhead introduced by each protocol stack.  Listed below are assumptions made in order to estimate the amount of overhead added to each voice payload for different protocol stacks in our simulations.

· HDLC Address and Control fields can be signalled as unused, and are not required to be transmitted, therefore do not contribute additional overhead.

· For PPPmux, we limit the size of PPPmux frame to be less than 300 bytes.  (This number is arbitrarily chosen so that some packets that have higher priority than voice packets, such as real-time, out-of-band, call control packets, are delayed by at most 1.25 msec behind a voice PPPmux frame.)  This corresponds to multiplexing about 10 voice payloads in a PPPmux frame on average.

· We do not include the padding bytes for partially-filled ATM cells when AAL2 is used.  The reason is that the padding bytes are amortized over a large number of ATM cells.  Therefore, the overhead due to padding bytes per each voice frame becomes negligible.

· For cUDP/PPPmux/AAL5/ATM, the overhead due to PPPmux for each voice frame with this protocol stack is 1.2 bytes (i.e., 1 (length) + [1 (PPPmux ID) + 1 (PPP PID)]/10). The AAL5 Padding and Trailer must be included.
The average total number of bytes (voice payload + protocol overhead) generated by a voice frame when different protocol stacks are used can be computed as follows:

AAL2/ATM: 


[Voice payload + 3 (AAL2 header)]*53.0/47.0.

cUDP/PPP-HDLC: 

Voice payload + 3 (cUDP/IP) + 4 (PPP-HDLC). 

cUDP/PPPmux-HDLC 
Voice payload + 3 (cUDP/IP) + 1.5 (PPPmux-HDLC).

cUDP/AAL2/ATM: 
[Voice payload + 3 (cUDP/IP) + 3 (AAL2 header)]*53.0/47.0.

cUDP/PPPmux/AAL5/ATM: 
[Voice payload + 3 (cUDP/IP) + 1.2 (PPPmux) + 

23.5/10 (avg. AAL5 padding) + 8/10 (AAL5 trailer)]*53.0/48.0.

Table 1. shows a summary of the average and variance of the total number of bytes generated by a voice frame with all five protocol stacks under study. 

Bytes per voice frame Statistics

Protocol stack
Average (bytes)
Variance (bytes)**2

AAL2/ATM
34.02
231.75

cUDP/PPP-HDLC
34.17
182.25

cUDP/PPPmux-HDLC
31.67
182.25

cUDP/AAL2/ATM
37.40
231.75

cUDP/PPPmux/AAL5/ATM
37.87
222.20

Table 1. The average and variance of the total number of bytes generated by a voice frame with different protocol stacks

2.6 Iub Interface Modeling

In order to determine its capacity, the Iub interface can be simply modeled as a FIFO queue with a finite buffer having a fixed service rate of 30*64 = 1.92 Mbps. The buffer size is set to 4,800 bytes, i.e., the maximum number of bytes which can be transmitted on an E1 link in 20 msec.  This choice is motivated by the fact that voice packets which are delayed for more than 20 msec have a high probability of being dropped at the vocoder. We adopt a fluid queueing model for simulating the UMTS system as described below.

Let the total number of bits (comprised of voice frames from all flows) at the n th TTI be denoted by S_n. Given, the large number of flows, it is reasonable to approximate S_n by a Gaussian process.  The mean and variance are obtained from the total number of flows being multiplexed, and their individual means/variances.  Furthermore, the correlation structure of S_n is identical to that of individual flows, i.e., they have a geometrically decaying correlation with the one step correlation coefficient of 0.92.  The way the bits arrive into the system is modeled as a fluid flow. In particular, the amount S_n is injected into the system at a deterministic rate of S_n/20 bits per msec.  Voice delay is captured at the end of every TTI.  (This delay is simply the waiting time of the first voice packet that arrives at the beginning of the next TTI.)

Fluid models have been extensively used to model aggregated voice traffic in high-speed ATM networks [17]. For our simulations, there are two main factors that justify the use of a fluid queueing model:

1. The number of flows is large, hence the bits generated by each flow is small compared to S_n.
2. Due to radio interface synchronization of UMTS  (i.e., managing of Td offset values), voice frames of each flow arrive at a fixed offset duration within a TTI.  Due to mobility and soft handover, it is reasonable to assume that voice flows are randomly distributed in a TTI according to a uniform distribution, i.e., each flows is assigned a Td offset uniformly between 1 and 150.

3 Simulation Results

Simulation results are shown in Figure 2. For each protocol stack, the 99.9 percentile of voice delay is plotted against the number of voice flows.  Each value of all plots is obtained from the average value from 10 simulation runs.   Each simulation is run for 2,000 (i.e., 105 TTIs) sec of system time.
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Figure 2. A graph of 99.9 percentile voice delay vs number of voice flows under different protocol stacks

In all simulation results, the probability of voice packet loss is very small, i.e., < 10–4. It is clearly noticeable from Figure 2 that the “knees” of all plots lie around 1.5 msec. Subsequently, we define the “capacity” of the Iub interface to be the number of voice flows which can be supported by the Iub while maintaining the 99.9 percentile voice delay less than 2 msec. Table 2. shows the capacity and utilization of the Iub interface under different protocol stacks, when the utilization is defined as the portion of time when the Iub interface is not idle.

Protocol stack
# flows
Link Utilization

AAL2/ATM
127
90.1%

cUDP/PPP/HDLC
128
91.4%

cUDP/muxPPP/HDLC
138
91.1%

cUDP/AAL2/ATM
116
90.8%

cUDP/muxPPP/AAL5/ATM
115
91.2%

Table 2: Capacity and and utilization of the Iub interface under different protocol stacks

4 Conclusions

Results from this simulation for the Iub/Iur carrying AMR coded voice flows in DCH frames can be summarized as follows:

1. AAL2/ATM and cUDP/PPP-HDLC protocol stacks render virtually the same Iub interface capacity.

2. cUDP/PPPmux-HDLC yields about 7% capacity improvement over the previous two protocol stacks (AAL2/ATM and cUDP/PPP-HDLC).
3. The two “ATM multiplexing” protocol stacks considered in this study perform about the same.

4. With regard to cUDP-based protocols, PPPmux/HDLC yields about 20% improvement over both  PPPmux/AAL5/ATM and AAL2/ATM protocols.
5 Recommendations

Interfaces which are bandwidth sensitive, Iub for example, should adopt the highest efficiency protocols within constraints of the transport networks. For E1 networks, cUDP/PPPmux-HDLC is recommended. For ATM networks, either cUDP/PPPmux/AAL5/ATM or cUDP/AAL2/ATM is recommended. The efficiency of either protocols are approximately the same, so selection between them should be based on other criteria not addressed in this paper. Examples of such criteria are:

1. Compatability with non-ATM protocols (e.g., multiplexing schemes) to achieve the goal of "Link Layer Independence."

2. Evolution path, in terms of hardware and software upgrades, from existing ATM protocols towards IP/ATM protocols, with endpoint of the most efficient IP/-HDLC protocols. 

3. The "maturity" of standards required to support the protocols in terms of generally available, or demonstrably feasible technology.

4. The impact of High Speed Data Services (e.g., larger packet size) on composite voice/data protocol efficiency.

In cases where the interfaces are not bandwidth sensitive, short-haul Iub or Iur for example, the economics may indicate that the capital equipment costs required for multiplexing and compression are not justified. In these cases, uncompressed UDP/IP/PPP  over HDLC or AAL5 is recommended. Note that these are identical to the case of bandwidth sensitive protocols, with the compression and multiplexing options "turned-off."

Interfaces which may not be point-to-point, Iur for example, must be carried over a routed network. Typical implementations of these interfaces will not be bandwidth sensitive, and therefore, the protocols recommended for non-bandwidth sensitive point-to-point interfaces are also recommended in these cases. However, some implementations may be bandwidth sensitive. In these cases, the interfaces should employ a tunneled and multiplexed protocol such as TCRTP [7]. Alternatively, MPLS [16] with label multiplexing [15] may be an efficient option. MPLS is also compatible with PPPmux [14]. The performace of these protocols have not been treated in paper and is for further study.

In summary, a suite of comprehensive and closely related IP protocols have been identified which may be applied effectively and uniformly to various link layer transport technologies. Furthermore, we have demonstrated that such IP protocols are flexible and adaptable to various RAN interface requirements. Further study is required for the introduction of data flows and a mixture of voice and data flows.

5.1 Detailed Protocol Stacks
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Figure 3. HDLC/PPP
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Figure 4. HDLC/PPPmux
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Figure 5. HDLC/TCRTP
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Figure 6. AAL2/cUDP
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Figure 7. AAL5/PPPmux
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