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1 Introduction
We focus on the follow two issues being discussed in companies’ contributions on the reply LS from CT4 [1]:
· anything we need to do for path failure detection for N3mb with IP multicast transmission?
· N3mb for MBS Multicast transmission which was mentioned in the initiating LS from RAN3.

2 Discussion
2.1 path failure detection for N3mb with IP multicast transmission
Companies’ contribution showed that in RAN3 there are different views on whether there could be a path failure detection mechanism for IP multicast transmission, e.g., either 
· out of RAN3 scope [2], 
· it can be left to implementation [3], or 
· a unicast transport address associated with the multicast transport, for N3mb failure detection as quoted below [4]:
	// quote from R3-243540 On the Reply LS from CT4 about N3mb restoration in case of path failure for NR MBS (Ericsson)
CT4 further asks RAN3 whether a restauration procedure should be defined for N3mb using multicast transport as well.

From a pure feasibility point of view, we believe that enabling the detection of N3mb failures for multicast transport is feasible, if the NG-RAN node provides the 5GC with a transport address to perform the GTP-U Echo procedure as specified in TS 29.281. The only condition for performing an adequate N3mb failure detection would be that the transport address is appropriate, i.e. reflecting the transport path the actual MBS user data would take.

Observation 2:
It is possible to perform N3mb failure detection by providing the 5GC with an appropriate transport address to perform the GTP-U Echo procedure.

Proposal 3:
Add a new DL NG-U UP TNL information for NG-U failure detection to the MBS Session Setup or Modification Response Transfer IE in NGAP and the appropriate addition to E1AP.

Proposal 4:
Inform CT4 about RAN3’s decision.


Response:
We are not so sure, technically, whether and how an appropriate IP unicast transport can be used to reflect the transport path that is of IP multicast. In IP’s world, whether it is possible to configure the routing table for one IP unicast and IP multicast transport, to make them run on the same set of physical switches [4], I’d rather put a question mark there. That is, the feasibility of which should be out of RAN3 scope. A safe answer to the LS would be we let CT4 to decide, or we leave it to network implementation.
Also, if we had concern on the robustness of transport layer, maybe IP multicast should not be the best option in the first place? gNB, following some OAM configuration or policy, may choose IP unicast as the transport solution at the beginning for some critical service, e.g., MCPTT services.
Observation 1 Whether it is possible to configure the routing table for one IP unicast and IP multicast transport, to make them run on the same set of physical switches, is out of RAN3 scope.
Observation 2 For services with higher robustness requirement like MCPTT, gNB might be configured to always choose IP unicast at transport layer in the first place.

Proposal 1 RAN3 reply to CT4 that no need to study or specify any enhancements on N3mb path failure detection on IP multicast transport.
2.2 N3mb for MBS Multicast transmission
We want to echo the input from [6] on how the mechanism suggested by CT4 can be applied to MBS Multicast session as well.
	// quote from R3-243577 Discussion on N3mb User Plane Failure (CATT)
discussion
User plane failure (Including User plane path failure b GTP-U error) for Multicast

The previous discussion on User plane failure focuses on Broadcast service. However, for multicast, in case unicast transport is used, similar problem may also happen. We think some restoration mechanism is also necessary for Multicast for N3mb user plane failure including N3mb user plane path failure and N3mb GTP-U Error case.

Different with Broadcast service, there is no Session Modification Request message for multicast. A feasible mechanism is to use Multicast Session Update Request message to inform NG-RAN node of the user plane failure and then NG-RAN node may decide to allocate a new DL TEID for N3mb data delivery via Distribution Setup Request message.

Proposal 2: It is proposed for RAN3 to discuss support of User plane failure handling for Multicast and coordinate with CT4 if agreements are reached in RAN3.   


The original LS was discussed also in the context of MBS without Rel-18 RAN sharing enhancement. 
	RAN3 has discussed how to handle N3mb failure in MBS scenario. The scenario was discussed both in the context of MBS MOCN RAN sharing for broadcast using unicast transport, and in the context of broadcast/multicast without MBS MOCN RAN sharing.
RAN3 understands that MBS NG-U tunnels are operated for MBS broadcast in downlink only. Therefore, the gNB is not able to detect NG-U path failure using Echo Request. Accordingly, the gNB might not be able to request MBS broadcast transport from another CN due to user plane failure. 

RAN3 assumes that detection of NG-U path failure for MBS and associated recovery could rely on MB-UPF detection. However, this handling seems currently not specified in TS 23.527.


And the solution from CT4, one gNB’s behavior after the failure indication can either be indicating a new DL TNL info or initializing a new DL TNL establishment toward another PLMN’s 5GC. That is, the solution is a universal one, i.e., not only for Rel-18 RAN sharing. 
Observation 3 The N3mb failure detection for MBS Multicast was in scope during RAN3 discussion.
Observation 4 Similar mechanism can be applied to MBS Multicast, gNB is notified in session management, and initiates a new DL TNL info afterwards.

RAN3 can have a discussion first of course based on above observation.
Proposal 2 RAN3 discuss whether similar mechanism can be applied to MBS Multicast session.
A draft CR (without ASN.1 part) is provided in annex part for your information.
· through a MULTICAST SESSION UPDATE REQUEST, gNB is notified about the IP unicast path failure. 
· through a MC BEARER CONTEXT MODIFICATION REQUEST, gNB is able to indicate to CU-UP to feedback a new DL TNL info.
// we made a trick here though to modify the “MBS Session TNL Information 5GC” for the good:
· a/ to make it applicable for both MBS Broadcast and Multicast, 
· b/ this IE already exists in a per Area Session ID granularity.
3 Conclusion
In this contribution we provide our comments to R3-243540 and R3-243577, discussion about the feasibility of the proposed solution, and echoing one missing part in LS back from CT4. We have the following suggestions to RAN3:
Proposal 1 RAN3 reply to CT4 that no need to study or specify any enhancements on N3mb path failure detection on IP multicast transport.

Proposal 2 RAN3 discuss whether similar mechanism can be applied to MBS Multicast session.
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5 draft CR for N3mb failure detection and update

5.1 on NGAP
9.3.2.15
MBS Session TNL Information 5GC

This IE provides 5GC TNL information for location dependent and location independent MBS sessions.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Session Type
	M
	
	
	

	>location independent 
	
	
	
	

	>>Shared NG-U Multicast TNL Information
	M
	
	9.3.2.16
	

	>>Shared NG-U Unicast TNL Failure Indication
	O
	
	ENUMERATED (true, …)
	Indicating that the path failure of the IP unicast transport of N3mb. Ignore the Shared NG-U Multicast TNL Information if this indication exists.

	>location dependent 
	
	
	
	

	>>MBS Session TNL Information 5GC List
	
	1
	
	

	>>>MBS Session TNL Information 5GC Item
	
	1..<maxnoofMBSServiceAreaInformation>
	
	

	>>>>MBS Area Session ID
	M
	
	9.3.1.207
	

	>>>>Shared NG-U Multicast TNL Information
	M
	
	9.3.2.16
	

	>>>>Shared NG-U Unicast TNL Failure Indication
	O
	
	ENUMERATED (true, …)
	Indicating that the path failure of the IP unicast transport of N3mb. Ignore the Shared NG-U Multicast TNL Information if this indication exists.


	Range bound
	Explanation

	maxnoofMBSServiceAreaInformation
	Maximum no. of MBS Service Area Information. Value is 256.


5.2 on E1AP
9.3.1.112
BC Bearer Context NG-U TNL Info at 5GC
This IE contains TNL information for an MBS Session as provided by the 5GC for shared NG-U multicast transport. It may also contain per Area Session ID NG-U TNL information.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE MBS Session Type
	
	
	
	

	>location independent
	
	
	
	

	>>MBS NG-U Information at 5GC
	M
	
	9.3.1.113
	

	>>Shared NG-U Unicast TNL Failure Indication
	O
	
	ENUMERATED (true, …)
	Indicating that the path failure of the IP unicast transport of N3mb. Ignore the MBS NG-U Information if this indication exists.

	>location dependent
	
	
	
	

	>>Location dependent MBS NG-U Information at 5GC
	
	1..<maxnoofMBSAreaSessionIDs>
	
	

	>>>MBS Area Session ID
	M
	
	9.3.1.111
	

	>>MBS NG-U Information at 5GC
	M
	
	9.3.1.113
	

	>>>Shared NG-U Unicast TNL Failure Indication
	O
	
	ENUMERATED (true, …)
	Indicating that the path failure of the IP unicast transport of N3mb. Ignore the MBS NG-U Information if this indication exists.


	Range bound
	Explanation

	maxnoofMBSAreaSessionIDs
	Maximum no. of MBS Area Session IDs. Value is 256.
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