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1	Introduction
In RAN3 #123-bis, we had a lot of discussions about the location of AI/ML Model Inference and whether it should be supported that AI/ML Model Inference is also located in the gNB-DU. In particular, we captured the following open point:
It is FFS whether inference at the gNB-DU is needed based on the benefits and the identified cases compared with inference at the gNB-CU.
In this contribution, we provide our views with respect to AI/ML Model Inference in the gNB-DU for the Rel-18 leftover cases. We also provide corresponding conclusions for the new Rel-19 use cases (Slicing, CCO).  
2	Discussion
2.1	Rel-18 leftover use cases
During the NG-RAN AI/ML study item phase we had discussions related to the location of AI/ML Model Training and AI/ML Model Inference. In RAN3 #112-e (May 2021) we agreed the following:
Where ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases
Already in Rel-17 study item phase, we had long discussions whether AI/ML Inference shall be in the gNB-CU or in the gNB-DU. 
Arguments supporting AI/ML Training and AI/ML Inference in the gNB-CU included the fact that the use cases under consideration take cell-level decisions and therefore the gNB-CU would be better to predict those. For example, since in the AI/ML Energy Saving the gNB-CU is responsible for cell activation the deactivation it is reasonable to assume that Energy Saving predictions of cell-level Energy Saving actions shall be in the gNB-CU.
In general, there were other arguments for the support of the AI/ML functionality in the gNB-CU including the fact that gNB-CU has access also to RRC measurements from UE or UE QoS and a better visibility to UE mobility across gNB-DUs as well as access to neighour relation information. The presence of this information in the gNB-CU  enables it to better predict and act upon cell-level decisions. 
On the other hand proponents of AI/ML Inference in the gNB-DU supported that for some information that is available in the gNB-DU, such as load information, it makes sense that the gNB-DU predicts this information since a) this would reduce the information exchange over F1 interface and b) gNB-DU could also use internal knowledge to more accurately predict its own load.  
However, the benefits of having a single AI/ML Inference function at the gNB-CU, with respect to simplicity of the specified solution were recognized and in RAN3 #114-e we agreed the text that was captured in TR 37.817 for each use case, namely:
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.

The current Rel-19 study is based on the description in [1] which lists in the objectives that the Rel-18 leftovers as candidates for normative work are based on Rel-18 principles. 
Observation 1: The Rel-19 study item description lists in the objectives that the Rel-18 leftovers as candidates for normative work are based on Rel-18 principles. 
One of the main principles in Rel-18 related to the AI/ML use cases of AI/ML Energy Saving, AI/ML Load Balancing and AI/ML Energy Saving was the presence of AI/ML Model Inference in the gNB-CU.
Observation 2: One of the main principles in Rel-18 was the presence of AI/ML Model Inference in the gNB-CU.
The leftover topics we consider in Rel-19 comprise open aspects pertaining to the Rel-18 use cases. Therefore the same principles and assumptions should be considered now in Rel-19. It is hard to motivate why different locations for AI/ML Inference need to be considered in the absence of any other changes with respect to the use cases or the problems to be solved.
In addition, in view of the existing AI/ML functionality in the gNB-CU replicating it in the gNB-DU could create issues by creating an unnecessary support of multiple options in the standard and unnecessary implementation burden. 
Observation 3: Replicating AI/ML functionality both in the gNB-CU and in the gNB-DU could create issues to  specifications by creating an unnecessary support of multiple options in the standard and unnecessary implementation burden. 
Even more importantly, it may create AI/ML decision conflicts between gNB-CU and gNB-DU if both attempt to predict the same information.
Observation 4: Replicating AI/ML functionality both in the gNB-CU and in the gNB-DU may create AI/ML decision conflicts between gNB-CU and gNB-DU if both attempt to predict the same information.
Having said this, introducing AI/ML Inference in the gNB-DU could be supported if we introduced new use cases or features pertaining to lower layer functionality of actions in the gNB-DU. However, the Rel-18 leftover topics are based on the same use cases we considered in Rel-18 and hence the actions remain to be on a cell-level.
Proposal 1: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node also for the Rel-18 leftover topics.
2.2	New Rel-19 use cases
The new Rel-19 AI/ML Slicing use case is based on predictions on UE, cell or slice level. We therefore don’t see any particular motivation for support of this use case by AI/ML Model training or inference in the gNB-DU. Another justification by the proponents of introducing AI/ML functionality in the gNB-DU is in order to more accurately predict Radio Resource Status information. However, as discussed already earlier, in Rel-18 Radio Resource status is predicted at the gNB-CU and duplicating the functionality in the gNB-DU does not seem beneficial. 
Proposal 2: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node for the Rel-19 AI/ML Slicing use case.
For the new Rel-19 AI/ML CCO use case, we observe that standardized support for AI/ML Model Inference in the gNB-DU for CCO would be linked to additional step of CCO issue detection. This would require significant duplication of information in the gNB-DU which is already available in the gNB-CU. Furthermore we believe there is no functional motivation to study such framework for the CCO use case which would be unnecessary because the CCO issue is already fully determined in the gNB-CU. It therefore seems possible for the present study to continue based on the assumption that the gNB-DU can use the legacy approach for resolution for the predicted CCO issue.
Proposal 3: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node for the Rel-19 AI/ML CCO use case.
3	Conclusion
In this paper we make the following observations and proposals:
Observation 1: The Rel-19 study item description lists in the objectives that the Rel-18 leftovers as candidates for normative work are based on Rel-18 principles. 
Observation 2: One of the main principles in Rel-18 was the presence of AI/ML Model Inference in the gNB-CU.
Observation 3: Replicating AI/ML functionality both in the gNB-CU and in the gNB-DU could create issues to  specifications by creating an unnecessary support of multiple options in the standard and unnecessary implementation burden. 
Observation 4: Replicating AI/ML functionality both in the gNB-CU and in the gNB-DU may create AI/ML decision conflicts between gNB-CU and gNB-DU if both attempt to predict the same information.
Proposal 1: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node also for the Rel-18 leftover topics.
Proposal 2: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node for the Rel-19 AI/ML Slicing use case.
Proposal 3: Follow Rel-18 principles that AI/ML Model Training and AI/ML Model inference are only supported for the gNB-CU of an NG-RAN node for the Rel-19 AI/ML CCO use case.
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