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1	Introduction
[bookmark: _Hlk48630882]SA5 has been conducting the specifications AI/ML management, addressing OAM support for the AI/ML features and capabilities in 5GS including the RAN domain. And RAN3 receives the LS [1] from SA5 with the following requirement.
	2. Actions:
To RAN1, RAN2, RAN3 and SA2
ACTION: 	SA5 looks forward to cooperating with and kindly request RAN1, RAN2, RAN3 and SA2 to take the above information into consideration for their work and provide SA5 management and orchestration related requirements to support AI/ML capabilities in the network if any.


In this contribution, we outline our considerations on this LS, and provide the reply LS in the contribution [3].
2	Discussion
As the mentioned below, SA5 works on the support of AI/ML capabilities in the network side for the AI/ML based use cases.SA5 work on AI/ML management focuses on enabling and supporting AI/ML capabilities in the network side, including:
· Supporting ML model provisioning for gNB inference, including:
· Management of AI/ML-based distributed Network Energy Saving,
· Management of AI/ML-based distributed Mobility Optimization,
· Management of AI/ML-based distributed Load Balancing.
· Monitoring the performance of AI/ML capabilities in the network, including:
· Performance management for ML training function,
· Performance management for AI/ML inference function.
SA5 is currently in the process of defining the scope of Rel-19 study for the enhanced AI/ML management. SA5 welcomes any requirements related to management and orchestration of AI/ML functions and models from RAN1, RAN2, RAN3 and SA2 to support AI/ML capabilities in the network side and looks forward to collaborating closely with RAN1, RAN2, RAN3 and SA2 to provide end-to-end AI/ML enablement in 5GS.

Regarding the topic of Life Cycle Management (LCM) of AI/ML model, such as model deployment, model performance evaluation, etc, it was assumed, in RAN3 during Rel-17 study phase, that details of model related process are out of RAN3 scope, and RAN3 mainly focus on study and normative work of data needed at model training function and model inference function to support AI/ML based use cases. Following is the principle captured in the TR 37.817:

============================TR 37.817============================
Note: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.
Note:	Details of the Model Performance Feedback process are out of RAN3 scope.
============================TR 37.817============================
Observation 1  Lifecyle management of AI/ML model was not studied in RAN3 WG, and RAN3 mainly focus on the normative work on the data needed to support AI/ML based use cases during Rel-18 phase.

At the last RAN plenary meeting, the objectives of Rel-19 study item “FS_NR_AIML_NGRAN_enh - Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” [2] are initially approved, as shown below:
============================RP-234054============================
The aim of this study item is to further investigate new AI/ML based use cases and identify enhancements to support AI/ML functionality, and further discussions on the Rel-18 leftovers.
The detailed objectives of the SI are listed as follows:
· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction
-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs
Note: RAN3 should take the Rel-18 discussions into account.
============================RP-234054============================
RAN3 will mainly focus on the study of new AI/ML based use cases and Rel-18 leftovers based on the Rel-18 principles.
Observation 2  It is seen that no requirement related to management and orchestration of AI/ML functions and model from RAN3 during Rel-19 phase.

Based on the observations above, the reply LS to SA5 to indicate there is no requirement identified in RAN3 about management and orchestration of AI/ML function and models.
Proposal 1 Agree the reply LS [3] to SA5 to inform SA5 there is no requirement from RAN3.
3	Conclusion
Following is observations and proposals we provide:
Observation 1  Lifecyle management of AI/ML model was not studied in RAN3 WG, and RAN3 mainly focus on the normative work on the data needed to support AI/ML based use cases during Rel-18 phase.
Observation 2  It is seen that no requirement related to management and orchestration of AI/ML functions and model from RAN3 during Rel-19 phase.
Proposal 1 Agree the reply LS [3] to SA5 to inform SA5 there is no requirement from RAN3.
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