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Introduction
The principles that constitute the basis and correspondingly guide our work to introduce AI/ML support in the NG-RAN have been extensively studied in the previous meetings.
In this paper, we look into the agreements taken so far and discuss additions to the current specification.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]New XnAP procedures for exchanging AI/ML information
During the course of the previous meetings, we have come a long way in describing the fundamental principles guiding the effort to introduce AI/ML support in NG-RAN. In the previous meeting, a TP for TS 38.300 was agreed in R3-235904, reflecting the fundamental agreements taken thus far. The text in for the BLCR to TS 38.300 states the following:
The AI/ML function requires inputs from neighbour NG-RAN nodes (e.g. predicted information, feedback information, measurements) and/or UEs (e.g. measurement results), in support to AI/ML processes such as AI/ML Model Inference and AI/ML Model Training. 
Signalling procedures used for the exchange of AI/ML related information are use case and data type agnostic, which means that the intended usage of the data exchanged via these procedures (e.g., input, output, feedback) is not indicated.
AI/ML algorithms and models are out of 3GPP scope, and the details of model performance feedback are also out of 3GPP scope.
Support of the AI/ML function does not apply to ng-eNBs.
For the deployments of RAN intelligence, the following scenarios may be supported:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node.
-	AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node.
We consider that the above agreed text provides a concise and encompassing summary of the main fundamental agreements taken so far. 
Revisiting the high-level principles agreed in Rel-17, we put our attention to the following principles:
-	The study focuses on the analysis of data needed at the Model Training function from Data Collection, while the aspects of how the Model Training function uses inputs to train a model are out of RAN3 scope.
-	The study focuses on the analysis of data needed at the Model Inference function from Data Collection, while the aspects of how the Model Inference function uses inputs to derive outputs are out of RAN3 scope.
-	An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.

Based on that, we believe it would be good to add in Stage 2 a principle that would reflect the above. We propose to add that details on AI/ML model inference, training, validation and testing are out of 3GPP scope.
Proposal 1:  Reflect in TS 38.300 the understanding that details on AI/ML model inference, training, validation and testing are out of 3GPP scope.
To that end we propose to agree the TP in R3-23xxxx. 
Proposal 2:  We propose to agree the TP in R3-237488 to reflect in TS 38.300 the understanding that details on AI/ML model inference, training, validation and testing are out of 3GPP scope.

Conclusion
In this contribution, we have discussed the fundamental principles agreed so far and we made the following conclusions and proposals.
Proposal 1:  Reflect in TS 38.300 the understanding that details on AI/ML model inference, training, validation and testing are out of 3GPP scope.
Proposal 2:  We propose to agree the TP in R3-237488 to reflect in TS 38.300 the understanding that details on AI/ML model inference, training, validation and testing are out of 3GPP scope.


