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1 Introduction
Normative work on support for ECN marking for L4S has to be closed at RAN3-122.
While good progress on the topic was made during RAN3-121bis, RAN3 was not able to resolve some aspects that are crucial to ensure closure of normative work. Such open points were captured as follows:
1. For information to be reported over the user plane, down select the following two options:
- Option 1: make the contents of these IE to be the percentage of IP packets that should be ECN marked in uplink and downlink
- Option 2: make the contents of these IE to be the percentage of congestion level in uplink and downlink
1. Whether the SMF sends the reporting frequency/threshold along with the request to RAN? Or the RAN reports updates every time the calculated percentage is different from the last signaled value?

This paper proposes ways forward to resolve the open points above.
2 Discussion on the information to be reported
To resolve the above FFS, one important agreement to recall, taken at RAN3-121bis, is the following:
[bookmark: _Hlk148976734]There is a single piece of information produced by NG-RAN to address ECN marking for L4S at UPF and congestion information exposure.
This agreement is also reflected in TS23.501, as below:
[bookmark: _Toc145936259]5.37.4	Network Exposure of 5GS information
[…]
For the UL and/or DL congestion information monitoring (see clause 5.45.3), based on the PCC rule from PCF, the SMF requests the NG-RAN to report the information via GTP-U header to PSA UPF This NG-RAN reported information is common to support congestion information exposure and to support ECN marking for L4S in PSA UPF as described in clause 5.37.3.3.  

From the above it can be understood that, according to TS23.501, the NG-RAN produces a single piece of information that is used both for ECN marking for L4S and for congestion information monitoring. 
TS23.501 also specifies the following: 

[bookmark: _Toc145936258]5.37.3.3	Support of ECN marking for L4S in PSA UPF
[bookmark: _Hlk148976261]To enable ECN marking for L4S by a PSA UPF, a QoS Flow level ECN marking for L4S indicator may be sent by SMF to PSA UPF over N4. SMF also indicates to NG-RAN to report the congestion information (i.e. a percentage of packets that UPF uses for ECN marking for L4S) of the QoS Flow on UL and/or DL directions via GTP-U header extension to PSA UPF.  
From the above it is understood that the information provided by the RAN is a “percentage of packets that UPF uses for ECN marking for L4S”. 
Conclusion 1: for ECN marking for L4S at PSA UPF, the NG-RAN signals to the UPF a percentage of packets to be ECN marked.
It should be also mentioned that the information signalled by the NG-RAN to the UPF originates at the gNB-DU, same as the information used for ECN marking in gNB-CU-UP which also originates at the gNB-DU. The information signalled by the gNB-DU to the gNB-CU-UP can be used both for ECN marking at the NG-RAN and for ECN marking at the UPF.
Conclusion 2: for ECN marking for L4S at PSA UPF and for ECN marking for L4S at the NG-RAN, the gNB-DU signals to the gNB-CU-CP a percentage of packets to be ECN marked.
It is also worth noting that the gNB-DU will also generate and signal to the gNB-CU-UP the information that is used for congestion information exposure which as mentioned, it is said to be common to the information to support ECN marking for L4S in PSA UPF. Namely the following conclusion applies:
Conclusion 3: There is a single piece of information produced by the gNB-DU to address ECN marking for L4S at the NG-RAN, ECN marking for L4S at UPF and congestion information exposure

On the other end, TS23.501 also specifies the following:
[bookmark: _Toc145936311]5.45.3	Congestion information monitoring
The NG-RAN may be required to provide the UL and/or DL QoS Flow congestion information (i.e. a percentage of congestion level for exposure). The UPF may be required to monitor the UL and/or DL QoS Flow congestion information reported from the NG-RAN.

From the latter excerpt we understand that, for congestion information monitoring, TS23.501 states that the NG-RAN shall signal metric in the form of a percentage. However, unlike for the case of ECN marking at UPF, this information is called “percentage of congestion level”.
We note that the stage 2 text in TS23.501 may be confusing when designing stage 3 protocol specifications. This is because TS23.501 calls the same information in two ways, in one version it calls this information the “percentage of packets to be used for ECN marking”, in another version it calls this information “a percentage of congestion level”.
Given that RAN3 is the WG responsible for defining signalling protocols in their entirety, RAN3 needs to take a decision on how to define the information signalled by the gNB-DU to the gNB-CU-UP and then forwarded from the gNB-CU-UP to the UPF for the purposes of ECN marking for L4S at NG-RAN, ECN marking for L4S at UPF, and congestion information exposure.

Conclusion 4: RAN3 shall define the information signalled by the gNB-DU to the gNB-CU-UP and then forwarded from the gNB-CU-UP to the UPF for the purposes of ECN marking for L4S at NG-RAN, ECN marking for L4S at UPF, and congestion information exposure
2.1 How to define the information exposed by the NG-RAN

Let´s number the two possible definitions of the information generated by the NG-RAN as follows:
Option 1: Percentage of packets to be ECN marked in UL and DL
Option 2: Percentage of congestion level in UL and in DL

When choosing between these options, the main point of concern is interoperability.
Option 1 is very clear and unambiguous. Any receiver of this information would understand what this information means. Namely, in Option 1 the information consists of the percentage of packets the receiver should mark with ECN marking. Hence, Option 1 works in an interoperable and unambiguous way for ECN marking at the NG-RAN and at the UPF.
If the information is used for congestion monitoring, this percentage can be interpreted as a measure of how saturated the RAN is for a given QoS Flow/DRB. It should be reminded that, for congestion information monitoring, the information provided by the NG-RAN can only provide an “approximation” of the resource status at the NG-RAN. This is because neither 3GPP nor any SDO has defined what “congestion” is. 
For this reason, we believe that interpreting the percentage of packets to be ECN marked as a “percentage of congestion level” is plausible and it can work.
Conclusion 5: If the information signalled by the RAN consists of the “Percentage of packets to be ECN marked in UL and DL”, ECN marking would be fully interoperable while congestion information monitoring would achieve an approximate representation of the resource status at the NG-RAN

On the contrary, Option 2 is vague and ambiguous. The reason for that is that there is no definition of what a “congestion” is, let alone a “percentage of congestion level”. With this option, every RAN vendor would be free to derive the “number” for the “Percentage of congestion level” according to its own implementation, i.e. in a possibly totally arbitrary way.

Therefore, a node receiving this information for ECN marking would not be able to unequivocally understand how many packets to mark with ECN. This implies that ECN marking for L4S would not be interoperable and it would not be predictable. In such situation it would be impossible to fine tune how the data rate of a DRB/QoS flow is controlled to achieve optimal service performance. More details on this interoperability issue are reported below.
Moreover, even for congestion information exposure, using Option 2 would be subject to interpretations, for the same reasons explained for Option 1. Again, the meaning of “congestion”, or “congestion level” is nowhere defined. Hence, the node receiving the information as in Option 2 would not be able to deduce if, e.g. resources are totally saturated, or if resource demand has reached a level where scheduling is sub-optimal but all bearers can still be served. The information in Option 2 would therefore be equivalent to the one in Option 1 because it would provide an approximation of the resource status at the NG-RAN.
Conclusion 6: If the information signalled by the NG-RAN consists of the “Percentage of congestion level in UL and in DL”, ECN marking would not be interoperable while congestion information monitoring would achieve an approximate representation of the resource status at the NG-RAN.

2.1.1 More details on ECN marking interoperability.

ECN marking for L4S is based on a fundamental principle: the application host and clients receiving a certain number (or a percentage) of IP packets with an ECN mark over an RTT know exactly and unequivocally how to modify the congestion window and therefore how to increase or decrease the bit rate of the service. 
This is also described in the IETF specifications for L4S. For example, RCF9331 states the following:

Saying that the recovery time remains roughly invariant is equivalent
   to saying that the number of ECN CE marks per round trip remains
   invariant as flow rate scales, all other factors being equal.  For
   instance, an average recovery time of half of 1 RTT is equivalent to
   2 ECN marks per round trip.  For those familiar with steady-state
   congestion response functions, it is also equivalent to say that the
   congestion window is inversely proportional to the proportion of
   bytes in packets marked with the CE codepoint (see Section 2 of
   [PI2]).

As it can be appreciated from the above, there is a very well defined relation between percentage of packets that are ECN marked within an RTT and the congestion window used for the service data rate. It is exactly for this reason that the information signalled by the NG-RAN should be the percentage of packets to be ECN marked. This is the only piece of information that would generate an ECN marking producing a specific change of the congestion window at client and host.
With such information any vendor´s NG-RAN will produce a percentage of packets to be ECN marked that equals to the bit rate reduction/increase the NG-RAN wants to see for a given DRB/QoS flow. Any application host or client receiving this percentage of packets marked with the ECN bit would therefore generate the desired bit rate reduction/increase required by the NG-RAN. This concept is described in Figure 1



Figure 1: interoperable ECN marking when the NG-RAN exposes the percentage of packets to be ECN marked
As it can be seen, when the information from the NG-RAN is the percentage of packets to be ECN marked, the ECN marking for L4S function works in an interoperable and predictable way. 
On the contrary, the same is not valid when the information from the NG-RAN is the percentage of congestion level.
This is because when a gNB-CU-UP or a UPF receives the “percentage of congestion level” it is not clear how to derive the amount of IP packets to be ECN marked. In other words, the “percentage of congestion level” cannot be unequivocally translated into the number of packets to be ECN marked so to produce a specific service data rate reduction/increase. 
In conclusion, adopting Option 1 allows for an interoperable and predictable ECN marking for L4S function and it allows the information from the NG-RAN to be interpreted as “congestion levels” for congestion monitoring purposes. 
On the contrary, adopting Option 2 implies a non-interoperable ECN marking for L4S function, while for congestion level monitoring the information in Option 2 would be equivalent to the information in Option 1.

Based on this the following is proposed:
Proposal 1: agree that the information exposed by the gNB-DU towards the gNB-CU-UP and exposed by the gNB-CU-UP towards the UPF is the percentage of packets to be ECN marked

3 Discussion on the timing of the information reporting
Another important open point to be resolved is the following:
1. Whether the SMF sends the reporting frequency/threshold along with the request to RAN? Or the RAN reports updates every time the calculated percentage is different from the last signaled value?

It is important to understand that ECN marking for L4S requires a very granular and dynamic update of the number of packets to be ECN marked in order to produce a smooth and controlled service data rate. For L4S to work, the percentage of packets to be ECN marked needs to be updated every time the NG-RAN determines that there is the need for a change in the service data rate.
For this reason, reporting the information from the NG-RAN at a specific frequency would only be suitable if such frequency is higher than the frequency at which the information changes. However, the latter would not make sense as the information from the NG-RAN would be signalled more often than needed, i.e. even when there is no change to it.
At the same time, reporting the information from the RAN only when specific thresholds are reached would not be feasible for L4S. Indeed, service data rate control in L4S is a continuous process aimed at achieving always the maximum bit rate for the service. It is easy to deduce that a threshold based reporting would therefore not work.
Conclusion 7: Reporting information from the NG-RAN at a specific frequency and based on fulfilment of specific thresholds is not feasible for L4S
On the contrary, reporting information from the RAN every time the information changes would allow L4S to work optimally. In fact, the receiver of the information would assume that the information from the NG-RAN does not change unless an updated value is received. During such periods of no update, the ECN marking will continue at the same levels as before. As soon as the NG-RAN requires the data rate for the DRB/QoS Flow to change, the NG-RAN can signal a new value for the information reported, which will generate a new ECN marking percentage. This will produce a closely controlled and smooth service data rate change.
It has to be noted that reporting information from the NG-RAN every time the information changes also works for congestion information monitoring. When the information signalled from the RAN is interpreted as an indication of congestion, signalling the information only when it changes ensures that congestion level changes are always visible, while minimising the amount of information signalled.
Conclusion 8: Reporting information from the NG-RAN every time the information changes allow for a fine tuned and smooth control of the data rate for a DRB/QoS Flow as well as for a detailed monitoring of congestion information

It was commented during RAN3-121bis that reporting the information every time it changes would create an excessive overhead at the NG-RAN. We do not agree with this statement because the information signalled by the RAN is “in band”, namely, it is signalled within the header of GTP-U packets (unless of rare cases when there is no GTP-U traffic available to carry the information). Therefore, there would not be the need to generate any extra signalling to signal the information from the NG-RAN. Similarly, from a processing point of view it seems plausible to assume that an NG-RAN node that supports ECN-marking for L4S or congestion information monitoring can monitor its resources and derive a new value of the information signalled by the NG-RAN, every time this information changes.
Another comment made during RAN3-121bis is that the GTP-U packet carrying a change of the information reported by the NG-RAN may be lost. We assume that this case is rather infrequent as GTP-U packets are transmitted over backhaul transport links, hence packet losses are rather seldom. 
In any case, if such event occurred, the host and/or client would not be able to update the service data rate as requested by the RAN, making the resource utilisation even worst. 
As an example, the NG-RAN may determine that a DRB/QoS Flow data rate needs to be reduced due to low resource availability. If such reduction does not occur, the resource utilisation at the RAN would become worst, making the NG-RAN to generate yet another value for the information signalled for ECN or congestion information monitoring. Hence, in the majority of cases, the loss of a GTP-U packet carrying an information update will cause a new information update to be produced, in a new GTP-U packet. The latter would ensure that the information is eventually received correctly.
However, we acknowledge that it would, in some cases, be beneficial if the NG-RAN could re-transmit the information even when there was no change to it. We would however leave this behaviour up to implementation, for example:
· For the case of ECN marking: The NG-RAN could, by implementation, check if the DRB/QoS Flow data rate change, corresponding to the latest information signalled, was achieved. If not, the NG-RAN could, by implementation, resend the latest information value to produce the desired DRB/QoS Flow data rate change.
· For the case of Congestion Monitoring: The NG-RAN could, by implementation, check how long it passed since the last information update and it could re-signal the last information value to “refresh” the congestion monitoring information. 

Proposal 2: Agree that the NG-RAN reports updates every time the calculated percentage is different from the last signalled value. It is up to the NG-RAN implementation whether to send updates of the calculated percentage when this is not different from the last signalled value. 
4 Discussion on the naming of the information
One more open point is how to name the information that is requested from the NG-RAN and that is reported by the NG-RAN.
From the discussion above, we conclude that the information the NG-RAN should provide is a percentage of packets to be ECN marked. As described, this information can be interpreted as a measure of congestion. However, this information is not a “congestion level” for the simple reason that “congestion level” is not defined in 3GPP. It would therefore be incorrect to call the information the NG-RAN provides a “congestion level”. 
For this reason, and to avoid confusion about what the information signalled from the RAN actually is, we propose to adopt a name that reflects the content of the information. 
We therefore propose the following:
· To name the information signalled over the F1-U and NG-U as “ECN marking percentage Indication UL” and “ECN marking percentage Indication DL”, see Figure 2
· To name the request by the AMF to the gNB or by the gNB-CU-CP to the gNB-DU as “ECN marking or Assistance Information Request”, See Figure 3
· To name the status signalled by the gNB to the AMF or by the gNB-DU to the gNB-CU-CP as “ECN Marking or Assistance Information Reporting Status”, See Figure 4



5.5.2.2	UL PDU SESSION INFORMATION (PDU Type 1)
This frame format is defined to allow the UPF to receive some control information elements which are associated with the transfer of a packet over the interface.
The following shows the respective UL PDU SESSION INFORMATION frame.

	[bookmark: _Hlk44683242]Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=1)
	QMP
	DL Delay Ind.
	UL Delay Ind.
	SNP
	1

	N3/N9 Delay Ind.
	New IE Flag
	QoS Flow Identifier 
	1

	DL Sending Time Stamp Repeated
	0 or 8

	DL Received Time Stamp
	0 or 8

	UL Sending Time Stamp
	0 or 8

	DL Delay Result
	0 or 4

	UL Delay Result
	0 or 4

	UL QFI Sequence Number
	0 or 3

	N3/N9 Delay Result
	0 or 4

	New IE flag 7(E)
	New IE Flag 6
	New IE Flag 5
	New IE Flag 4
	New IE Flag 3
	New IE Flag 2
	New IE Flag 1
	New IE Flag 0
	0 or 1
New IE
Flags
Octet

	Spare
	D1 UL PDCPDelay  Result Ind
	[bookmark: OLE_LINK8]0 or 1

	ECN marking percentage Indication UL
	0 or 2

	ECN marking percentage Indication DL
	0 or 2

	Padding 
	0-3



Figure 5.5.2.2-1: UL PDU SESSION INFORMATION (PDU Type 1) Format
Figure 2: IE names for the F1-U and NG-U 

9.3.1.y1	ECN marking or Assistance Information Congestion Monitoring Request
This IE indicates the NG-RAN node to perform ECN marking or congestion monitoringassistance information reporting.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE ECN Marking and or Assistance InformationCongestion Monitoring Request
	M
	
	
	

	>ECN Marking 
	
	
	
	

	>>ECN Marking Request 
	M
	
	ENUMERATED (UL, DL, Both, stop, …)
	

	> Assistance InformationCongestion Monitoring 
	
	
	
	

	>> Assistance Information Congestion Monitoring Request
	M
	
	ENUMERATED (UL, DL, Both, stop, …)
	



Figure 3: IE names for the request over the control plane

[bookmark: _Toc106122993][bookmark: _Toc107409546][bookmark: _Toc29503626][bookmark: _Toc45897799][bookmark: _Toc97891269][bookmark: _Toc45798410][bookmark: _Toc105152284][bookmark: _Toc64446267][bookmark: _Toc105174090][bookmark: _Toc73982137][bookmark: _Toc106109088][bookmark: _Toc36553240][bookmark: _Toc45720530][bookmark: _Toc45652278][bookmark: _Toc99662217][bookmark: _Toc112756735][bookmark: _Toc29504794][bookmark: _Toc29504210][bookmark: _Toc99123412][bookmark: _Toc51746003][bookmark: _Toc20955177][bookmark: _Toc45658710][bookmark: _Toc88652226][bookmark: _Toc36554967][bookmark: _Toc138760871]9.3.1.y2 	ECN Marking or Assistance Information Congestion Monitoring Reporting Status
This IE contains a list of QoS flows with activation status information for ECN marking for L4S at NG-RAN or congestion monitoringassistance information reporting.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	ECN Marking or Assistance InformationCongestion Monitoring Reporting Status Item
	
	1..< maxnoofQoSFlows >
	
	

	>QoS Flow Identifier
	M
	
	9.3.1.51
	

	> Activation Status
	M
	
	ENUMERATED (active, not Active, ,…)
	Indicates whether ECN marking for L4S at NG-RAN or Assistance Information congestion monitoring reporting is active or not active



Figure 4: IE names for the status report over the control plane

Proposal 3: Agree to the following naming:
· To name the information signalled over the F1-U and NG-U as ECN marking percentage Indication UL and ECN marking percentage Indication DL
· To name the request by the AMF to the gNB or by the gNB-CU-CP to the gNB-DU as Assistance Information Request
· To name the status signalled by the gNB to the AMF or by the gNB-DU to the gNB-CU-CP as ECN Marking or Assistance Information Reporting Status

Conclusion
In this contribution the remaining open points to conclude the stage 3 specification of the ECN marking for L4S and congestion monitoring were addressed. 
In the paper, the following conclusions were derived:
Conclusion 1: for ECN marking for L4S at PSA UPF, the NG-RAN signals to the UPF a percentage of packets to be ECN marked.
Conclusion 2: for ECN marking for L4S at PSA UPF and for ECN marking for L4S at the NG-RAN, the gNB-DU signals to the gNB-CU-UP a percentage of packets to be ECN marked.
Conclusion 3: There is a single piece of information produced by the gNB-DU to address ECN marking for L4S at the NG-RAN, ECN marking for L4S at UPF and congestion information exposure
Conclusion 4: RAN3 shall define the information signalled by the gNB-DU to the gNB-CU-UP and then forwarded from the gNB-CU-UP to the UPF for the purposes of ECN marking for L4S at NG-RAN, ECN marking for L4S at UPF, and congestion information exposure
Conclusion 5: If the information signalled by the RAN consists of the “Percentage of packets to be ECN marked in UL and DL”, ECN marking would be fully interoperable while congestion information monitoring would achieve an approximate representation of the resource status at the NG-RAN
Conclusion 6: If the information signalled by the NG-RAN consists of the “Percentage of congestion level in UL and in DL”, ECN marking would not be interoperable while congestion information monitoring would achieve an approximate representation of the resource status at the NG-RAN.
Conclusion 7: Reporting information from the NG-RAN at a specific frequency and based on fulfilment of specific thresholds is not feasible for L4S
Conclusion 8: Reporting information from the NG-RAN every time the information changes allow for a fine tuned and smooth control of the data rate for a DRB/QoS Flow as well as for a detailed monitoring of congestion information

In line with the conclusions above, the following proposals were derived:

Proposal 1: agree that the information exposed by the gNB-DU towards the gNB-CU-UP and exposed by the gNB-CU-UP towards the UPF is the percentage of packets to be ECN marked
Proposal 2: Agree that the NG-RAN reports updates every time the calculated percentage is different from the last signalled value. It is up to the NG-RAN implementation whether to send updates of the calculated percentage when this is not different from the last signalled value. 
Proposal 3: Agree to the following naming:
· To name the information signalled over the F1-U and NG-U as ECN marking percentage Indication UL and ECN marking percentage Indication DL
· To name the request by the AMF to the gNB or by the gNB-CU-CP to the gNB-DU as Assistance Information Request
· To name the status signalled by the gNB to the AMF or by the gNB-DU to the gNB-CU-CP as ECN Marking or Assistance Information Reporting Status

TPs reflecting the proposals and conclusions above can be found in R3-237471, R3-237472, R3-237473, R3-237474, R3-237475, R3-237476.
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