	
[bookmark: _Hlk19781073][bookmark: _Ref452454252]3GPP TSG-RAN WG3 Meeting #122	R3-237253
[bookmark: _Hlk19781143]Chicago, US, 13-17 Nov, 2023


Agenda Item:	10.2.2
Source:	Huawei
Title:	(TPs for SON BLCRs for TS 37.340, 38.300,36.300, 38.413, 38.423) MRO
Document for:	Other
Introduction
The issues concerning MRO for CPAC, MCG recovery and voicefallback are discussed in RAN3 recent meetings and the following agreements and open issues were listed:
· MRO for CPAC
RAN3#121
· The MN performs the initial analysis when SCGFailureInformation is received from the UE e.g. whether it is CPA or CPC, if CPC whether it is MN initiated or SN initiated.
· For CPA or MN initiated CPC, there are two options on the table
· For SN initiated CPC,  there are two options on the table


RAN3#121bis
For CPA or MN initiated CPC, agree Option 1 as way forward?
For SN initiated CPC, agree Option 1 as way forward?
Is the MN aware about intra-SN mobility occurring?
· MRO for fast MCG recovery
· Case a: SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running)
· Case f1: SCG fails or is deactivated yet before the UE sends the MCGFailureInformation
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired)
· Case c: Fast recovery near failure case, i.e. UE receives the response message from MN via SN while T316 is running which almost expires but not yet.
· MRO for voice Fallback
Consider Case 1-2 for MRO enhancements for inter-system inter-RAT handover for voice fallback:
-	Case 1: after failure (HOF/RLF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, a suitable E-UTRA cell is selected, and the UE tries RRC connection setup procedure for the voice service in the E-UTRA cell.
-	Case 2: after failure (HOF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, none suitable E-UTRAN cell can be selected, the UE reverts back to the configuration of the source PCell and initiates RRC re-establishment procedure in NR.

Introduce stage 2 descriptions of failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback. 
The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback.
Convert the WA into agreement “Define a new handover report type in the Inter-system HO Report over S1 and NG”.

In this contribution, we provide our consideration for the MRO enhancements for CPAC, MCG recovery and voice Fallback.
2	Discussion
2.1		MRO for CPAC

According to Rel-17 MRO for PSCell change failure, upon reception of SCGFailureInformation, the MN may need to verify first that whether an intra-SN PSCell change has been initiated in the last serving SN via SCG Failure Information procedure, and stores the SCGFailureInformation for the time needed to receive possible response from the last serving SN. Since the MN is not aware of the SN-initiated PSCell change without MN involvement procedure, the MN performs the verification procedure first to decide which node to further forward to. 
Some company mentioned that the SCG reconfiguration notification could be resused to inform the MN of the intra-SN PSCell change using SRB3. We notice that the SCG reconfiguration notification is sent from the SN to the MN only when the the SCG reconfiguration has been executed or applied in the UE and the SCGReconfigurationComplete message has been received by the SN from the UE. When we come back to the MRO cases of shorlty SCG failure after successful CPAC execution and CPAC execution failure, we could observe that the SN could receive the SCGReconfigurationComplete message in case of shortly SCG failure after CPAC execution, and could not receive the SCGReconfigurationComplete message in case of CPAC execution failure. Therefore, we could conclude that the MN could only receive the SCG reconfiguration notification in shorlty SCG failure case, however not in PSCell change execution failure. So there is no gurantee that the MN knows the occurrence of intra-SN CPC.
Some companies mentioned that the MN could decide if intra-SN PSCell change occurs based on the failed PSCell ID information. In DC, the MN is not needed to know the PSCell ID since the MN only needs to know the SCG configuration applied in UE. Besides, per current specification the SCGFailureInformationreported from the UE in NR-DC contains the failed PSCell ID, while the SCGFailureInformation reported from the UE in EN-DC does not contained the failed PSCell ID. The failed PSCell assists the MN to know whether intra-SN PSCell change occurs. So in case of CPAC execution failure in EN-DC, the MN is not able to know whether intra-SN PSCell change anyway.
Observation 1: in case of CPAC execution failure in EN-DC, the MN is not able to know whether intra-SN PSCell change anyway without the SCG reconfiguration notification from the SN and the failed PSCell ID information from UE.
Therefore, we believe that the verification procedure is needed at least in case we support EN_DC. The only difference would be that we include a similar verification step as in Rel-17
Observation 2: the verification procedure is needed if EN-DC is supported.
Proposal 1: In order to support EN-DC, the optional use of Re-l17 mechanism for verifying that no intra SN mobility occurred is added to stage2
After assuring that it is not the intra-SN PSCell change causing the failure, RAN3 further studies the two options concerning which node perfoms root cause analysis. 
Whether MN supports root cause analysis depends on different cases, i.e., MN-initiated or SN initiated cases, in EN-DC or NR-DC. For MN-initiated cases in EN-DC and NR-DC, MN could anyway obtain the SCG measurement results at the time of SCG failure from SCGFailureInformation and at the time of recommending candidate PSCells to candidate SNs. However, in case of SN-initiated CPC in EN-DC, MN could not obatian neither of the SCG measurement results from those two moments, since LTE MN could not decode the SCG measurement result configured by SN NR. So in case of SN-initiated CPC, source SN as initiating node is capable of performing root cause analysis.
In addition to this, the initiating node will base its decision on other input, like unbalanced UL/DL or load situation in neighbour nodes. Hence it is only the initiating node that can know what the decision for the event was based upon and can compare the reported meusurments from the UE with this information.
Observation 3: it is a more robust solution for the initiating node to perform root cause analysis in term of capability of root cause analysis.
[bookmark: _Toc145061190]
If it is SN-initiated CPC, the source SN needs to notify MN of forwarding SCGFailureInformation to corresponding candidate SN. Since it is only the initiating node who knows the situation and the current state of the MRO algorithm, it is benefical to enhance the SCG Failure Transfer procedure with the suitable PSCell ID information to indicate that it is the wrong PSCell selection at the candidate SN to assist the MN of further SCGFailureInformation forwarding.
Proposal 2: Enhance the SCG Failure Transfer procedure with the suitable PSCell ID to assist the MN of further SCGFailureInformation forwarding.

When the MN forwards the SCGFailureInformation to the corresponding SN via SCG Failure Information Report procedure, the MN should also indicate the suitable PSCell to the candidate SN. 
Similarly, if the event was MN initiated and the MN has performed root cause analysis, the MN should forward the suitable cell to the candidate SN.
Without this information, the target SN may not think of the PSCell as suitable. It is important that the analysis performed in the source SN is carried to the candidate SN. The suitable PSCell information in the SCG Failure Information Report message enables the target SN to have some flexibility to decide whether to make optimizations or not, i.e. we should not mandate what the target SN does with this information .
Enhance the SCG Failure report procedure with the suitable PSCell ID to enable the target SN to have some flexibility to decide whether to make optimizations or not.
2.2	MRO for fast MCG recovery
RAN2#123 has agreed to resue RLF report without T316 related triggering condition to log fast MCG recovery related imformation. The receiving node fetching the RLF report needs to identify the previously agreed scenarios for further forwarding of RLF report. The receiving node could distinguish a successful MCG recovery case from the MCG recovery failure case based on the absence of elapse T316 time. If the MCG failure occurs due to SCG failure, the failed SN should be responsible for resolving the SCG radio link issues. For identifying the corresponding failed SN, the UE shall indicate the PSCell ID in which the MCG recovery was initiated. RAN3 sent a LS to RAN2 and wait for RAN2’s response.
Further, with the assumption of knowing the failed PSCell ID, RAN3 further address the forwarding of the information. Since we reuse the RLF reporting, it seems most straightforward to let the last serving MN forward the RLF report to the SN (i.e. the node receiving the RLF report does not forward directly to the corresponding SN) and reuse ACCESS AND MOBILITY INDICATION message.
Proposal 3: Reuse the ACCESS AND MOBILITY INDICATION message to forward the RLF report from the last serving MN to the corresponding SN.
Besides, it is beneficial for the UE to indicate the Cell the UE executes HO towards or RRC Setup towards, according to the RAR in the successful MCG recovery. So the failed MN could optimize the mobility parameter, e.g handover the UE to the cell timely to avoid the MCG RLF.
It is beneficial for the UE to indicate the Cell UE executes HO towards or RRC Setup towards.
Note: considering that this is the last meeting for this WI we propose that if this is not agreeable at this time, we continue this discussion on a best effort basis, i.e. this would not block the completion of the WI. 
2.3		MRO for voice fallback
There are still FFSs and editor’s notes in the stage 2 and stage 3 BLCR for voice fallback, which need to be revisited at this point.
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For the first editor’s note, there is no any further update for the procedural text, since RAN2 has confirmed the UE logs an explicit indication for voice fallback in RLF report. Therefore, it is okay to remove the editor’s node in the stage 2 BLCR.
To remove the editor’s note in the BLCRs for TS38.300 for voice fallback.
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Regarding the naming of the LTE cell which the UE initiates RRC connection establishment to, RAN2 has agreed to use the reconnect cell to represent the LTE cell. So the FFS on the name could be removed. As for the presence of the UE RLF report container, optional is a more reasonable option which gives the sender more flexibility to decide to provide the RLF report or not.
To remove the FFS on the name of Re-connect Cell ID.
To take optioal for the presence of UE RLF reoport container.

3	Conclusion
[bookmark: _GoBack]This document proposes:
MRO for CPAC
1. In order to support EN-DC, the optional use of Re-l17 mechanism for verifying that no intra SN mobility occurred is added to stage2
Enhance the SCG Failure Transfer procedure with the suitable PSCell ID to assist the MN of further SCGFailureInformation forwarding.
Enhance the SCG Failure report procedure with the suitable PSCell ID to enable the target SN to have some flexibility to decide whether to make optimizations or not.
MRO for fast MCG recovery
Reuse the ACCESS AND MOBILITY INDICATION message to forward the RLF report from the last serving MN to the corresponding SN.
It is beneficial for the UE to indicate the Cell UE executes HO towards or RRC Setup towards.
MRO for voice fallback
To remove the editor’s note in the BLCRs for TS38.300 for voice fallback.
To remove the FFS on the name of Re-connect Cell ID.
To take optioal for the presence of UE RLF reoport container.
Annex1	Text Proposal to TS 37.340
<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>
10.18.A	Conditional PSCell addition or change failure
One of the functions of self-optimization for CPAC is to detect CPAC failures that occur due to Too late CPC execution or Too early CPC/CPA execution, or CPC/CPA execution to wrong PSCell. These problems are defined as follows:
-	Too Late CPC Execution: UE receives CPC configuration, while a SCG failure occurs before CPC execution condition is satisfied; a suitable PSCell different from source PSCell is found based on the measurements reported from the UE.
-	Too Early CPC/CPA Execution: CPC/CPA execution is not successful or an SCG failure occurs shortly after a successful CPC/CPA execution; in case of CPC, the source PSCell is still the suitable PSCell based on the measurements reported from the UE; in case of CPA, no suitable PSCell is found based on the measurements reported from the UE.
-	CPC/CPA Execution to wrong PSCell: CPC/CPA execution is not successful or an SCG failure occurs shortly after a successful CPC/CPA execution; a suitable PSCell different from the source PSCell or the target PSCell is found based on the measurements reported from the UE. There are two sub-cases:
-	if the suitable PSCell is one of the candidate target PSCells provided by the node initiating the CPC or by the MN initiating the CPA to a (candidate) target SN, but not one of the candidate PSCells selected by the (candidate) target SN, it is wrong target PSCell selection at the (candidate) target SN;
-	else, it is wrong candidate PSCell list selection at the node initiating the CPC or at the MN initiating the CPA.
In the definition above, the "successful CPC/CPA execution" refers to the UE state, namely the successful completion of the RA procedure.
[bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: _Hlk148004738]
The MN performs the initial analysis when SCGFailureInformation is received from the UE e.g. whether it is CPA or CPC, if CPC whether it is MN initiated or SN initiated. The MN may verify whether the last serving SN has initiated intra-SN CPC procdure via the SCG Failure Information Report procedure. 
For CPA or MN initiated CPC, if the suitable PSCell is one of the candidate PSCells provided by the MN at CPAC preparation, but not one of the candidate PSCells selected by the target SN, MN sends the SCGFailureInformation to the target SN.
For SN initiated CPC, the MN sends the SCGFailureInformation to source SN, and source SN performs root cause analysis. If the suitable PSCell is one of the candidate PSCells provided by the source SN, but not one of the candidate PSCells selected by the target SN, the source SN indicates the suitable PSCell ID to MN via the SCG Failure Transfer procedure in order to inform the MN that the root cause of the SCG failure may have occurred in the other nodes. MN then sends the SCGFailureInformation including the suitable PSCell ID to the target SN.
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>

Annex2	Text Proposal to TS 38.300
[bookmark: _Toc109153934][bookmark: _Hlk149643583]15.5.2	Support for Mobility Robustness Optimization
[bookmark: _Toc51971440][bookmark: _Toc52551423][bookmark: _Toc109153935][bookmark: _Toc46502092]15.5.2.1	General
Mobility Robustness Optimisation aims at detecting and enabling correction of following problems:
-	Connection failure due to intra-system or inter-system mobility;
-	Inter-system Unnecessary HO (too early inter-system HO from NR to E-UTRAN with no radio link failure);
-	Inter-system HO ping-pong;
-	PSCell change failure.
-	Inter-system voice fallback failure
-	Fast MCG recovery failure
MRO provides means to distinguish the above problems from NR coverage related problems and other problems, not related to mobility.
For detection of a sub-optimal successful handovers, MRO additionally enables observability of:
-	Successful HO due to intra-NR mobility.
-	Successful HO due to inter-RAT mobility
For detection of a sub-optimal successful PSCell addition/change, MRO additionally enables observability of:
-	Successful PSCell addition/change
<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>
[bookmark: _Toc46502096][bookmark: _Toc52551427][bookmark: _Toc124536190][bookmark: _Toc51971444]15.5.2.2.3	Connection failure due to inter-system mobility
[bookmark: _Hlk130830206]One of the functions of Mobility Robustness Optimization is to detect connection failures that occurred due to Too Early or Too Late inter-system handovers or inter-system Mobility Failure for Voice Fallback. These problems are defined as follows:
-	Inter-system/ Too Late Handover: an RLF occurs after the UE has stayed in a cell belonging to an NG-RAN node for a long period of time; the UE attempts to re-connect to a cell belonging to an E-UTRAN node.
-	Inter-system/ Too Early Handover: an RLF occurs shortly after a successful handover from a cell belonging to an E-UTRAN node to a target cell belonging to an NG-RAN node; the UE attempts to re-connect to the source cell or to another cell belonging to an E-UTRAN node.
-	Inter-system Mobility Failure for Voice Fallback: an RLF occurs shortly after a successful handover triggered due to Voice Fallback, or a failure occurs during an handover triggered due to Voice Fallback, from a cell belonging to an NG-RAN node to a cell belonging to an E-UTRAN node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node, or an NG-RAN node.
Detection mechanism
A failure indication may be sent to the node last serving the UE when the NG-RAN node fetches the RLF REPORT from UE by triggering:
-	The Failure Indication procedure over Xn;
-	The Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer procedure over NG.
In case the last serving node is an E-UTRAN node, the detection mechanism proceed as defined in TS 36.300 [2].
[bookmark: _Hlk134708730]In case the last serving node is an NG-RAN node, the detection mechanisms for Too Late Inter-system Handover, and Too Early Inter-system Handover, and Inter-system Mobility Failure for Voice Fallback are carried out through the following:
-	Too Late Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the configured threshold, e.g., Tstore_UE_cntxt, and the first node where the UE attempts to re-connect is a E-UTRAN node.
-	Too Early Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is a recent inter-system handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the node that served the UE at the last handover initialisation are both E-UTRAN node.
-	Inter-system Mobility Failure for Voice Fallback: in case the connection failure occurs during an inter-system handover for voice fall back from NR, the RLF Report from the UE includes a voice fallback indication.

The “UE reported timer” above indicates the time elapsed since the last handover initialisation until connection failure. The UE may make the RLF Report available to an NG-RAN node. The NG-RAN node may forward the information using the FAILURE INDICATION message over Xn or by means of the Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer over NG to the node that served the UE before the reported connection failure.
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

[bookmark: _Toc124536194]15.5.2.6	PSCell change failure
For analysis of PSCell change failures, the UE makes the SCG Failure Information available to the MN. If the MN can perform an initial analysis, it transfers the SCG Failure Information together with the analysis results to the relevant SN which is responsible for the PSCell change failures. Otherwise, the MN transfers the SCG Failure Information to the last serving SN, which may respond using the SCG Failure Transfer procedure to inform the MN it is not responsible for the SCG failure. If needed, the MN transfer the SCG Failure Information to the source SN or to the candidate SN which the suitable PSCell belongs to.
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
Annex3	Text Proposal to TS 36.300
<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>
22.4.2	Support for Mobility Robustness Optimisation
[bookmark: _Toc20403247][bookmark: _Toc29372753][bookmark: _Toc37760712][bookmark: _Toc46498951][bookmark: _Toc52491264][bookmark: _Toc131026591]/Unchanged part omitted/
22.4.2.2a	Connection failure due to inter-RAT mobility
One of the functions of Mobility Robustness Optimisation is to detect connection failures that occurred due to Too Early or Too Late inter-RAT handovers or Inter-system Mobility Failure for Voice Fallback. These problems are defined as follows:
-	[Too Late Inter-RAT Handover] An RLF occurs after the UE has stayed in an E-UTRAN cell for a long period of time; the UE attempts to re-connect to a UTRAN cell.
-	[Too Early Inter-RAT Handover] An RLF occurs shortly after a successful handover from a UTRAN cell to a target cell in E-UTRAN; the UE attempts to re-connect to the source cell or to another UTRAN cell.
-	[Inter-system Mobility Failure for Voice Fallback] An RLF occurs shortly after a successful handover triggered due to Voice Fallback, or a failure occurs during an handover triggered due to Voice Fallback, from a cell belonging to an NG-RAN node to a cell belonging to an E-UTRAN node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node, or an NG-RAN node.
The UE makes the RLF Report available to an eNB, when RLF happens in E-UTRAN and the UE re-connects to an eNB cell. Availability of the RLF Report at the RRC connection setup or at a handover to E-UTRAN cell is the indication that the UE suffered a connection failure and that the RLF Report from this failure was not yet delivered to the network.
The eNB receiving the RLF Report from the UE may forward the report to the eNB that served the UE before the reported connection failure using the RLF INDICATION message over X2 or by means of the eNB configuration transfer procedure and MME configuration transfer procedure over S1. If present in the RLF Report, the radio measurements may be used to identify lack of coverage as the potential cause of the failure. This information may be used to exclude those events from the MRO evaluation and redirect them as input to other algorithms.
Detection mechanisms for Too Late Inter-RAT Handover and, Too Early Inter-RAT Handover and Inter-system Mobility Failure for Voice Fallback are carried out through the following:
-	[Too Late Inter-RAT Handover]
The connection failure occurs while being connected to an LTE cell, and there is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect is a UTRAN cell.
-	[Too Early Inter-RAT Handover]
The connection failure occurs while being connected to an LTE cell, and there is a recent inter-RAT handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the cell that served the UE at the last handover initialisation are both UTRAN cells.
-	[Inter-system Mobility Failure for Voice Fallback]
The connection failure occurs while being connected to an LTE cell, and there is a recent Inter-system handover due to voice fallback from NR prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt. The RLF Report from the UE includes a voice fallback indication.

The "UE reported timer" above indicates the time elapsed since the last handover initialisation until connection failure.
In case the failure is a Too Early Inter-RAT Handover, the eNB receiving the RLF INDICATION message may inform the UTRAN node by means of the eNB Direct Information Transfer procedure over S1. The information contains:
-	Type of detected handover problem (Too Early Inter-RAT Handover);
-	UE RLF Report Container: the RLF Report received from the UE, as specified in TS 36.331 [16];
-	Mobility Information (optionally, if provided in the last Handover Resource Allocation procedure from the UTRAN node);
/Unchanged part omitted/
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
Annex4	Text Proposal to TS 38.423
[bookmark: _Toc367182965]<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>
[bookmark: _Toc98868099][bookmark: _Toc105174383][bookmark: _Toc106109220][bookmark: _Toc113825041][bookmark: _Toc146227640]8.3.17.2	Successful Operation



Figure 8.3.17.2-1: SCG Failure Information Report, successful operation
The M-NG-RAN node initiates the procedure by sending the SCG FAILURE INFORMATION REPORT message to the S-NG-RAN node. Upon receiving the message, the S-NG-RAN node shall assume that a PSCell change failure event was detected.
The SCG FAILURE INFORMATION REPORT message may include:
-	the SN Mobility Information IE, if the SN Mobility Information IE was sent for the PSCell change procedure from the S-NG-RAN node;
-	the Source PSCell CGI IE, if the Source PSCell CGI IE was sent for the PSCell change procedure from the S-NG-RAN node.
If the SCG FAILURE INFORMATION REPORT message includes the Source PSCell CGI IE, the S-NG-RAN node shall, if supported, store the information.
If the SCG FAILURE INFORMATION REPORT message includes the Failed PSCell CGI IE, the S-NG-RAN node shall, if supported, store the information and act as specified in TS 38.300 [9].
If the SCG FAILURE INFORMATION REPORT message includes the Suitable PSCell ID IE, the S-NG-RAN node shall, if supported, store the information and act as specified in TS 38.300 [9].
If received, the S-NG-RAN node uses the above information for SCG failure reason detection and optimisation.
<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>
[bookmark: _Toc98868245][bookmark: _Toc105174529][bookmark: _Toc106109366][bookmark: _Toc113825187][bookmark: _Toc146227786]9.1.2.29	SCG FAILURE INFORMATION REPORT
This message is sent by M-NG-RAN node to S-NG-RAN node to report a PSCell change failure event.
[bookmark: _Hlk98879224]Direction: M-NG-RAN node  S-NG-RAN node .
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node.
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node.
	YES
	ignore

	Source PSCell CGI
	O
	
	Global NG-RAN Cell Identity
9.2.2.27 

	NG-RAN CGI of source PSCell for PSCell change procedure
	YES
	ignore

	Failed PSCell CGI
	O
	
	Global NG-RAN Cell Identity
9.2.2.27
	NG-RAN CGI of PSCell where SCG failure occurs for PSCell change procedure
	YES
	ignore

	SCG Failure Report Container
	M
	
	OCTET STRING
	The SCGFailureInformation message or the SCGFailureInformationEUTRA message as defined in TS 38.331 [10] or the SCGFailureInformation message or the SCGFailureInformationNR message as defined in TS 36.331 [14]
	YES
	ignore

	SN Mobility Information
	O
	
	BIT STRING (SIZE (32))
	Information related to the PSCell change. It’s provided by S-NG-RAN node in order to enable later analysis of the conditions that led to wrong PSCell change.
	YES
	ignore

	Suitable PSCell ID
	O
	
	NR CGI 9.2.2.7
	Indicates a suitable PSCell recommended by the node initiating CPAC but not prepared by the candidate SN, which the suitable PSCell belongs to.
	YES
	ignore



<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

[bookmark: _Toc98868246][bookmark: _Toc105174530][bookmark: _Toc106109367][bookmark: _Toc113825188][bookmark: _Toc138863319]9.1.2.30	SCG FAILURE TRANSFER
This message is sent by the S-NG-RAN node to the M-NG-RAN node to indicate that the root cause of the SCG failure may have occurred in the other nodes.
Direction: S-NG-RAN node  M-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node.
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node.
	YES
	ignore

	[bookmark: _Hlk149755423]Suitable PSCell ID
	O
	
	NR CGI 9.2.2.7
	Indicates a suitable PSCell recommended by the node initiating CPAC but not prepared by the candidate SN, which the suitable PSCell belongs to.
	YES
	ignore



<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>
[bookmark: _Toc20955407][bookmark: _Toc29991615][bookmark: _Toc36556018][bookmark: _Toc44497803][bookmark: _Toc45108190][bookmark: _Toc45901810][bookmark: _Toc51850891][bookmark: _Toc56693895][bookmark: _Toc64447439][bookmark: _Toc66286933][bookmark: _Toc74151631][bookmark: _Toc88654105][bookmark: _Toc97904461][bookmark: _Toc98868599][bookmark: _Toc105174885][bookmark: _Toc106109722][bookmark: _Toc113825544][bookmark: _Toc120033701]9.3.4	PDU Definitions
-- ASN1START
-- **************************************************************
--
-- PDU definitions for XnAP.
--
-- **************************************************************

XnAP-PDU-Contents {
itu-t (0) identified-organization (4) etsi (0) mobileDomain (0)
ngran-access (22) modules (3) xnap (2) version1 (1) xnap-PDU-Contents (1) }

DEFINITIONS AUTOMATIC TAGS ::=

BEGIN
CellMeasurementResult,
	UEHistoryInformationFromTheUE,
	MobilityParametersInformation,
	MobilityParametersModificationRange,
	RACHReportInformationRAReport,
	IABNodeIndication,
	SNTriggered,
	SCGIndicator,
	UESpecificDRX,
<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>
	SRB-ID,
	AdditionalListofPDUSessionResourceChangeConfirmInfo-SNterminated,
	HashedUEIdentityIndexValue,

	RaReportIndicationList,
	SuccessfulPSCellChangeReportInformation,
	CPACConfiguration,
	RLFReportInformation


FROM XnAP-IEs

	PrivateIE-Container{},
	ProtocolExtensionContainer{},
	ProtocolIE-Container{},
	ProtocolIE-ContainerList{},
	ProtocolIE-ContainerPair{},
	ProtocolIE-ContainerPairList{},
	ProtocolIE-Single-Container{},
	XNAP-PRIVATE-IES,
	XNAP-PROTOCOL-EXTENSION,
	XNAP-PROTOCOL-IES,
	XNAP-PROTOCOL-IES-PAIR
FROM XnAP-Containers

<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>
	id-NG-RANnode1MobilityParameters,
	id-NG-RANnode2ProposedMobilityParameters,
	id-MobilityParametersModificationRange,
	id-RACHReportInformation-RAReport,
	id-IABNodeIndication,
	id-UERadioCapabilityID,
	id-SCGIndicator,
	id-UESpecificDRX,
	id-PDUSessionExpectedUEActivityBehaviour,

<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>

	id-ManagementBasedMDTPLMNModificationList,
	id-F1-terminatingIAB-donorIndicator,
	id-AdditionalListofPDUSessionResourceChangeConfirmInfo-SNterminated,
	id-HashedUEIdentityIndexValue,

	id-RaReportIndicationList,
	id-SuccessfulPSCellChangeReportInformation,
	id-CPACConfiguration,
	id-RLFReportInformation,



	maxnoofCellsinNG-RANnode,
	maxnoofDRBs,
	maxnoofPDUSessions,
	maxnoofQoSFlows,
	maxnoofServedCellsIAB,
	maxnoofTrafficIndexEntries,
	maxnoofTLAsIAB,
	maxnoofBAPControlPDURLCCHs,
	maxnoofServingCells

FROM XnAP-Constants;

<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>
-- **************************************************************
--
-- ACCESS AND MOBILITY INDICATION
--
-- **************************************************************

[bookmark: OLE_LINK114]AccessAndMobilityIndication ::= SEQUENCE {
	protocolIEs			ProtocolIE-Container	{{ AccessAndMobilityIndication-IEs}},
	...
}

AccessAndMobilityIndication-IEs XNAP-PROTOCOL-IES ::= {
	{ ID id-RACHReportInformationRAReport			CRITICALITY ignore		TYPE RACHReportInformationRAReport					PRESENCE optional}|
	{ ID id-SuccessfulHOReportInformation		CRITICALITY ignore		TYPE SuccessfulHOReportInformation			PRESENCE optional}}|
,	{ ID id-SuccessfulPSCellChangeReportInformation		CRITICALITY ignore		TYPE SuccessfulPSCellChangeReportInformation			PRESENCE optional}|
	{ ID id-RLFReportInformation		CRITICALITY ignore		TYPE RLFReportInformation			PRESENCE optional},
	...
}

<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>
-- **************************************************************
--
-- SCG FAILURE INFORMATION REPORT
--
-- **************************************************************

ScgFailureInformationReport ::= SEQUENCE {
	protocolIEs			ProtocolIE-Container	{{ ScgFailureInformationReport-IEs}},
	...
}

ScgFailureInformationReport-IEs XNAP-PROTOCOL-IES ::= {
	{ ID id-M-NG-RANnodeUEXnAPID					CRITICALITY ignore		TYPE NG-RANnodeUEXnAPID							PRESENCE mandatory }|
	{ ID id-S-NG-RANnodeUEXnAPID					CRITICALITY ignore		TYPE NG-RANnodeUEXnAPID							PRESENCE mandatory }|
	{ ID id-SourcePSCellCGI								CRITICALITY ignore		TYPE GlobalNG-RANCell-ID							PRESENCE optional }| 
	{ ID id-FailedPSCellCGI								CRITICALITY ignore		TYPE GlobalNG-RANCell-ID							PRESENCE optional }| 
	{ ID id-SCGFailureReportContainer					CRITICALITY ignore		TYPE SCGFailureReportContainer					PRESENCE mandatory }| 
	{ ID id-SNMobilityInformation				CRITICALITY ignore		TYPE SNMobilityInformation						PRESENCE optional }|
{ ID id-SuitablePSCellID						CRITICALITY ignore		TYPE NR-CGI											PRESENCE optional },	
...
}


-- **************************************************************
--
-- SCG FAILURE TRANSFER
--
-- **************************************************************

ScgFailureTransfer ::= SEQUENCE {
	protocolIEs			ProtocolIE-Container	{{ ScgFailureTransfer-IEs}},
	...
}
ScgFailureTransfer-IEs XNAP-PROTOCOL-IES ::= {
	{ ID id-M-NG-RANnodeUEXnAPID					CRITICALITY ignore		TYPE NG-RANnodeUEXnAPID							PRESENCE mandatory }|
	{ ID id-S-NG-RANnodeUEXnAPID					CRITICALITY ignore		TYPE NG-RANnodeUEXnAPID							PRESENCE mandatory }|
	{ ID id-SuitablePSCellID						CRITICALITY ignore		TYPE NR-CGI											PRESENCE optional },
	...
}

<<<<<<<<<<<<<<<<<<<< Next Change >>>>>>>>>>>>>>>>>>>>

[bookmark: _Toc20955410][bookmark: _Toc29991618][bookmark: _Toc36556021][bookmark: _Toc44497806][bookmark: _Toc45108193][bookmark: _Toc45901813][bookmark: _Toc51850894][bookmark: _Toc56693898][bookmark: _Toc64447442][bookmark: _Toc66286936][bookmark: _Toc74151634][bookmark: _Toc88654108][bookmark: _Toc97904464][bookmark: _Toc98868602][bookmark: _Toc105174888][bookmark: _Toc106109725][bookmark: _Toc113825547][bookmark: _Toc120033704]9.3.7	Constant definitions
-- ASN1START
-- **************************************************************
--
-- Constant definitions
--
-- **************************************************************

XnAP-Constants {
itu-t (0) identified-organization (4) etsi (0) mobileDomain (0)
ngran-Access (22) modules (3) xnap (2) version1 (1) xnap-Constants (4) }

DEFINITIONS AUTOMATIC TAGS ::=

BEGIN
<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>
maxnoofCSIRSconfigurations					INTEGER ::= 96
maxnoofCSIRSneighbourCells					INTEGER ::= 16
maxnoofCSIRSneighbourCellsInMTC				INTEGER ::= 16
maxnoofNeighbour-NG-RAN-Nodes				INTEGER ::= 256
maxnoofSRBs									INTEGER ::= 5
maxnoofSMBR									INTEGER ::= 8
maxnoofNSAGs								INTEGER ::= 256
maxnoofTargetSNsMinusOne					INTEGER ::= 7
maxnoofThresholdsForExcessPacketDelay		INTEGER ::= 255
maxnoofSuccessfulPSCellChangeReports		INTEGER ::= FFS
maxnoofRAReportIndications					INTEGER ::= FFS
maxnoofPSCellsinCPAC						INTEGER ::= 8
maxnoofCPACexecutioncond					INTEGER ::= 2
maxnoofRLFReports					INTEGER ::= 64

<<<<<<<<<<<<<<<<<<<< Unmodified Text Omitted >>>>>>>>>>>>>>>>>>>>
id-BeamMeasurementsReportConfiguration																ProtocolIE-ID ::= 367
id-CoverageModificationCause																			ProtocolIE-ID ::= 368
id-AdditionalListofPDUSessionResourceChangeConfirmInfo-SNterminated									ProtocolIE-ID ::= 369
id-UERLFReportContainerLTEExtension																ProtocolIE-ID ::= 370
id-ExcessPacketDelayThresholdConfiguration															ProtocolIE-ID ::= 371
[bookmark: _Hlk138181653]id-HashedUEIdentityIndexValue																		ProtocolIE-ID ::= 372



id-ChannelOccupancyTimePercentageUL																	ProtocolIE-ID ::= xx1
id-EnergyDetectionThresholdUL																		ProtocolIE-ID ::= xx2
id-SuccessfulPSCellChangeReportInformation															ProtocolIE-ID ::= xx3
id-PSCellListContainer																				ProtocolIE-ID ::= xx4
id-RadioResourceStatusNR-U																			ProtocolIE-ID ::= xx5
id-CPACConfiguration																				ProtocolIE-ID ::= xxx
id-RLFReportInformation																				ProtocolIE-ID ::= xxx


END
-- ASN1STOP

<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
Annex 5 Text Proposal to TS 38.413
<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>
[bookmark: _Toc45652516][bookmark: _Toc45658948][bookmark: _Toc45720768][bookmark: _Toc45798646][bookmark: _Toc45898035][bookmark: _Toc51746240][bookmark: _Toc64446504][bookmark: _Toc73982374][bookmark: _Toc88652464][bookmark: _Toc97891508][bookmark: _Toc99123690][bookmark: _Toc99662496][bookmark: _Toc105152574][bookmark: _Toc105174380][bookmark: _Toc106109378][bookmark: _Toc107409836][bookmark: _Toc112757025][bookmark: _Toc138761162]9.3.3.40	Inter-system HO Report 
This IE contains the inter-system HO report to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	CHOICE Handover Report Type
	M
	
	
	
	
	

	>Too early Inter-system HO 
	
	
	
	
	-
	

	>>Source Cell ID
	M
	
	E-UTRA CGI
9.3.1.9
	CGI of the source cell for the HO. 
	
	

	>>Failure Cell ID
	M
	
	NG-RAN CGI 9.3.1.73
	CGI of the target cell for the HO.
	
	

	>>UE RLF Report Container
	O
	
	9.3.3.41
	
	
	

	>Inter-system Unnecessary HO
	
	
	
	
	-
	

	>>Source Cell CGI
	M
	
	NG-RAN CGI 9.3.1.73
	Source NR cell in NG-RAN
	
	

	>>Target Cell CGI
	M
	
	E-UTRA CGI
9.3.1.9
	Target cell in E-UTRAN
	
	

	>>Early IRAT HO
	M
	
	ENUMERATED (true, false, ...)
	Is set to “true” if the measurement period expired due to an inter-RAT handover towards NR executed within the configured measurement duration and otherwise set to “false”
	
	

	>>Candidate Cell List
	
	1
	
	
	
	

	>>>Candidate Cell Item
	
	1..<maxnoofCandidateCells>
	
	
	
	

	>>>>CHOICE Candidate Cell Type
	M
	
	
	
	
	

	>>>>>Candidate CGI
	
	
	
	
	
	

	>>>>>>Candidate Cell ID
	M
	
	NR CGI
9.3.1.7
	This IE contains an NR CGI.
	
	

	>>>>>Candidate PCI
	
	
	
	
	
	

	>>>>>>Candidate PCI
	M
	
	INTEGER (0..1007, …)
	This IE includes the NR Physical Cell Identifier of detected cells not included in the Candidate Cell List IE and for which an NR CGI could not be derived.
	
	

	>>>>>>Candidate NR ARFCN
	M
	
	INTEGER (0.. maxNRARFCN)
	RF Reference Frequency as defined in TS 38.104 [39], section 5.4.2.1. The frequency provided in this IE identifies the absolute frequency position of the reference resource block (Common RB 0) of the carrier. Its lowest subcarrier is also known as Point A.
	
	

	>Inter-system Mobility Failure for Voice Fallback 
	
	
	
	
	YES
	ignore

	>>Source Cell ID
	M
	
	NG-RAN CGI 9.3.1.73
	CGI of the source cell for HO
	
	

	>>Failure Cell ID
	M
	
	E-UTRA CGI
9.3.1.9
	CGI of the failure cell for HO
	
	

	>>Re-connect Cell ID 

	O

	
	 E-UTRA CGI
9.3.1.9
	CGI of the cell UE in which the UE initiates RRC connection establishment and comes back to connected after Mobility failure for voice fallback.
	
	

	>>UE RLF Report Container
	O

	
	9.3.3.41
	
	
	



	Range bound
	Explanation

	maxnoofCandidateCells
	Maximum no. of candidate cells. Value is 32

	maxNRARFCN
	Maximum value of NRARFCNs. Value is 3279165.







	


image2.png
as Point A. »

>Inter-system

Mobility Failure for
Voice Fallback -

B

<
m
[}
*

ignore -

>>Source Cell ID M. NG-RAN CGI CGl of the source cell
93173~ for HO -
>>Failure Cell ID - M- E-UTRA CGl ~ CGil of the failure cell for
93.19- HO -
>>Re-connect Cell_ | O+ EES. EFS .
D . °
FFS on the
name) o
>>UE RLF Report 0. 9.3.341- o
Container »





image3.emf
M-NG-RAN node S-NG-RAN node

SCG FAILURE INFORMATION REPORT


Microsoft_Visio_2003-2010_Drawing4.vsd
M-NG-RAN node


S-NG-RAN node


SCG FAILURE INFORMATION REPORT



image1.png
Detection mechanism -

A failure indication may be sent to the node last serving the UE when the NG-RAN node fetches the RLF REPORT from
UE by triggering: «

- The Failure Indication procedure over Xn; «

- The Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer procedure over NG. «

In case the last serving node is an E-UTRAN node, the detection mechanism proceed as defined in TS 36.300 [2].«

In case the last serving node is an NG-RAN node, the detection mechanisms for Too Late Inter-system Handover,-and Too
Early Inter-system Handover, and Inter-system Mobility Failure for Voice Fallback are carried out through the following: «

- Too Late Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there
is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the
configured threshold, e.g., Tstore_UE_cntxt, and the first node where the UE attempts to re-connect is a E-UTRAN
node. -

- Too Early Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and
there is a recent inter-system handover for the UE prior to the connection failure i.e., the UE reported timer is smaller
than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the
node that served the UE at the last handover initialisation are both E-UTRAN node. »

- Inter-system Mobility Failure for Voice Fallback: in case the connection failure occurs during an inter-system
handover for voice fall back from NR, the RLF Report from the UE includes a voice fallback indication. «

Editor’s note 1: the name of the indication needs be refined when details are agreed in RAN2.





