[bookmark: _Hlk145750511][bookmark: _Ref452454252]3GPP TSG-RAN WG3 Meeting #122	R3-237648
Chicago, IL, USA, November 13th – 17th, 2023

[bookmark: Source]Agenda item:	14.4
Source: 	LG Electronics Inc.  
Title: 	Almost complete discussions on subsequent CPAC (TP for TS 38.423)
[bookmark: DocumentFor]Document for:	Discussion and Decision
Introduction
For S-CPAC, RAN3-121bis has progressed as follows [1]:
Late data forwarding is supported with Xn-U Address Indication.
Assuming UE is in DC, MN can prepare the source SN as a candidate SN for the inter-SN S-CPAC in the following case(s):
· Case 1: Using SN MOD REQ, in the initial preparation before sending the S-CPAC RRC configuration to UE
· FFS Case 2: Using SN MOD REQ/ SN RELEASE/ Xn-U address indication etc., after the execution of initial CPC 
Enhance XnAP to allow MN to request for SCG reference configuration from any of the involved SNs. Some indication is needed for the SN Addition Request and SN Modification Request message. 
After CPC execution from the source SN to other SN and if the source SN is configured as a candidate SN for subsequent CPAC , the MN may initiate late data forwarding by using Xn-U Address Indication message. 
MN informs the source SN the execution of CPC to and stop providing data to the UE. 

List of issues to be discussed at next meeting
· Upon S-CPAC execution, any of the following enhancement is needed for MN to inform the new source SN about the data forwarding address of all the other candidate SNs?
Option 1: SN RECONFIG COMPLETE, with a list of data forwarding addresses
Option 2: One Xn-U Address Indication message, with a list of data forwarding addresses
Option 3: Multiple Xn-U Address Indication messages, each with a data forwarding address
· Before S-CPAC execution and at the beginning of S-CPAC preparation, data forwarding addresses of other SNs may be provided to each prepared SN. 
· Any enhancement needed for security (e.g., sk-counter) coordination
· Any enhancement needed for coexistence of different type of CPAC, and S-CPAC?
· Upon receiving S-CPAC request, can target SN prepares as regular CPA?
· Candidate SN generates data forwarding proposals (e.g., Data Forwarding and Offloading Info from source NG-RAN node IE) and sends to MN in SN ADD REQ ACK?
· Any E1 Impact?
In the meantime, RAN2 progressed as well, where RAN2 informed to RAN3 via LS [2] and the collection of RAN2 agreements is provided in Section 5.
In this contribution, we provide our view and analysis on some remaining issues and provide TP for XnAP. 
Discussion
  Completion of reference configuration handling
RAN2 agreed to use reference SCG configuration for S-CPAC and as similar to LTM. It could be empty, and it should be able to be provided to all candidate SNs involved in S-CPAC preparation. RAN2 also agreed that a candidate SN should indicate for each prepared candidate PSCell configuration, whether the associated SCG configuration is a delta to the reference SCG configuration. 
In this WI, for S-CPAC, we have three baseline scenarios of CPAC whose PSCell change should be adapted in a “selective and subsequent” way. Those scenarios are CPA (Section 10.2.3), MN/SN-initiated inter-SN CPC (Section 10.5.2) in TS 37.340, see RAN2’s running CR [3]. 
Each scenario may require different approach for reference configuration. For MN/SN-initiated inter-SN CPC, there is the source SN who has been serving the UE. In this case, the reference SCG configuration is better to be generated and provided by the source SN. In the legacy MN-initiated inter-SN change, MN retrieves the current SCG configuration from the source SN (carried within CG-Config) before initiating inter-SN change, for which it provides to another SN via CG-ConfigInfo for delta SCG configuration. In the legacy SN-initiated inter-SN change, the source SN provides the current SCG configuration (carried within CG-Config) when initiating SN CHG REQD. 
The reference SCG configuration for S-CPAC could be handled in the similar way (carried by CG-Config and CG-ConfigInfo). If handled in the similar way to the legacy, we can minimize RAN3 impacts. This is also aligned with RAN2 progress where currently CG-ConfigInfo carries SCPAC-ReferenceConfiguration-r18, see RAN2’s running CR for TS 38.331 [4]:
[bookmark: _Hlk149690976]/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////
–	CG-ConfigInfo
This message is used by master eNB or gNB to request the SgNB or SeNB to perform certain actions e.g. to establish, modify or release an SCG. The message may include additional information e.g. to assist the SgNB or SeNB to set the SCG configuration. It can also be used by a CU to request a DU to perform certain actions, e.g. to establish, or modify an MCG or SCG.
Direction: Master eNB or gNB to secondary gNB or eNB, alternatively CU to DU.
CG-ConfigInfo message
-- ASN1START
-- TAG-CG-CONFIG-INFO-START

<<<<<< Irrelevant IEs skipped >>>>>>

CG-ConfigInfo-v1730-IEs ::=             SEQUENCE {
    fr1-Carriers-MCG-r17                    INTEGER (1..32)                              OPTIONAL,
    fr2-Carriers-MCG-r17                    INTEGER (1..32)                              OPTIONAL,
    nonCriticalExtension                    CG-ConfigInfo-v1800-IEsSEQUENCE {}                                  OPTIONAL
}

CG-ConfigInfo-v1800-IEs ::=             SEQUENCE {
SCPAC-ReferenceConfiguration-r18        OCTET STRING (CONTAINING RRCReconfiguration)  OPTIONAL,
nonCriticalExtension                    SEQUENCE {}                                  OPTIONAL
}

<<<<<< Irrelevant IEs skipped >>>>>>

CandidateCellListCPC-r17 ::= SEQUENCE (SIZE (1..maxFreq)) OF CandidateCellCPC-r17

CandidateCellCPC-r17 ::=           SEQUENCE {
    ssbFrequency-r17                   ARFCN-ValueNR,
    candidateCellList-r17              SEQUENCE (SIZE (1..maxNrofCondCells-r16)) OF PhysCellId
}

-- TAG-CG-CONFIG-INFO-STOP
-- ASN1STOP
/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////
For CPA, the similar handling described above can be applied where MN requests to generate the reference SCG configuration during SN addition with the first candidate SN. For this, RAN3 already agreed as follows:
Enhance XnAP to allow MN to request for SCG reference configuration from any of the involved SNs. Some indication is needed for the SN Addition Request and SN Modification Request message. 
Once indicated, the first candidate SN will generate the reference SCG configuration and also generate delta SCG configurations for its candidate PSCells based on the reference configuration. The CG-CandidateList can carry the generated reference configuration, and for each CG-Config, whether delta was used or not. Once MN retrieves the reference configuration from the first candidate SN, then MN can use it for CPA with another SN (carried by CG-ConfigInfo). The another SN will generate delta SCG configurations for its candidate PSCells based on the reference configuration provided via CG-ConfigInfo and can indicate whether delta was used or not for each CG-Config in CG-CandidateList. 
Proposal 1: For MN/SN-initiated inter-SN S-CPC (where there was a source SN), the source SN generates the reference configuration for Rel-18 S-CPAC: 
· For MN-initiated inter-SN S-CPC, MN retrieves the reference configuration for S-CPAC from the source SN via MN-initiated SN modification procedure before initiating CPA to other SNs. The reference configuration is carried by CG-Config from the source SN (following legacy). 
· For SN-initiated inter-SN S-CPC, the source SN provides the reference configuration for S-CPAC to MN when initiating SN CHG REQD. The same reference configuration is carried by each CG-Config (for each candidate SN) from the source SN (following legacy). 
· After then, MN provides the reference configuration to a candidate SN via CG-ConfigInfo in SN ADD REQ (already in RAN2’s RRC running CR). The candidate SN uses it to generate delta SCG configurations for its prepared candidate PSCells and indicates within CG-CandidateList, whether delta was used or not for each CG-Config. 
Proposal 2: For S-CPA (where there was no source SN), one of candidate SNs generates the reference configuration for Rel-18 S-CPAC (already agreed in RAN2): 
· MN retrieves the reference configuration from any of the candidate SNs (already agreed in RAN2). The request for reference configuration is explicitly requested in SN ADD REQ (already agreed in RAN3). 
· The requested candidate SN generates reference configuration and uses it to generate delta SCG configurations for its candidate PSCells. The CG-CandidateList carries the generated reference configuration and indicates, for each CG-Config, whether delta was used or not.
· If MN provides the reference configuration via CG-ConfigInfo in SN ADD REQ (already in RAN2’s RRC running CR), a candidate SN uses it to generate delta SCG configurations for its candidate PSCells. The CG-CandidateList indicates, for each CG-Config, whether delta was used or not.
Proposal 3: Send an LS to RAN2 about reference configuration handling in Proposal 1 and Proposal 2 and ask RAN2 to work on CG-Config and CG-CandidateList accordingly.  

  Co-existence of CPAC and S-CPAC
This is related to the following:
· Any enhancement needed for coexistence of different type of CPAC, and S-CPAC?
· Upon receiving S-CPAC request, can target SN prepares as regular CPA?
Also, RAN2 progressed and would like to check with RAN3 [2] on whether the co-existence of the legacy CPAC and S-CPAC can be supported.
Proposal 17: [9/11] RAN2 assumes that the coexistence of subsequent CPAC and legacy CPAC is supported. [Check with RAN3]
Proposal 18: [10/11] RAN2 assumes that the existing signalling flow charts and procedural texts for Rel-17 CPA/CPC procedures can be reused for subsequent CPAC procedure with some modifications. [Check with RAN3]
Given that Rel-18 S-CPAC is being enhanced based upon the existing Rel-17 CPAC mechanism, we don’t see any critical issue in supporting the co-existence of the legacy CPAC and S-CPAC, at least from UE point of view. From RAN2’s RRC running CR for S-CPAC [4], S-CPAC configuration to the UE is currently being designed as an extension to the existing CondReconfigToAddModList-r16, so at least from the UE point of view, it is clear that the conditional reconfigurations for the legacy CPAC are used only once (and released upon execution), while conditional reconfigurations for Rel-18 S-CPAC can be used subsequently. 
However, from NW point of view, we see the complication in handling both at the same time with the same SN. Given that Rel-18 S-CPAC is considered as an extension to Rel-17 CPAC mechanism, in SN ADD REQ for each candidate T-SN, RAN3 previously agreed to re-use and extend the Conditional PSCell Addition Information Request IE used for Rel-17 CPAC:
Add a new IE as a sub IE of the Conditional PSCell Addition Information Request IE in the S-NODE ADDITION REQUEST message to indicate that the request is for SCG Selective Activation.
Note that Rel-18 S-CPAC requires different handlings compared to Rel-17 CPAC, including new reference configuration handling and data forwarding behaviors. In order for MN to request the legacy CPAC as well as S-CPAC toward a candidate T-SN, many things have to be taken care of between MN and SN, where the basic signalling support is still nascent and we have only one meeting to complete Rel-18 S-CPAC. 
On the other hand, in case of MN-initiated inter-SN CPC, we see no complication if Rel-17 CPAC and Rel-18 S-CPAC are prepared simultaneously to the UE, but per each candidate T-SN granularity. MN may select one candidate T-SN to prepare the legacy CPAC, while preparing other candidate T-SN to prepare Rel-18 S-CPAC, which would not be precluded (up to NW implementation) even when Rel-18 S-CPAC feature is completed and in place in specifications. From a candidate T-SN point of view, it would be simple either to prepare as requested by MN, i.e. either to prepare Rel-18 S-CPAC (if requested so by MN) or to prepare Rel-17 CPAC (if requested so by MN), not to mix up both at the same time. No specific enhancement would be needed to support the co-existence of Rel-17 CPAC and Rel-18 S-CPAC in the same CPA procedure to a candidate T-SN. 
Considering the above aspects, we propose to allow co-existence of the legacy CPAC and S-CPAC, but per each candidate T-SN granularity (i.e. the same candidate T-SN shall not be requested by MN to prepare both at the same time – i.e. requested for either Rel-17 CPAC or Rel-18 S-CPAC). 
Proposal 4: Allow co-existence of the legacy CPAC and S-CPAC, but per each candidate T-SN granularity (i.e. the same candidate T-SN shall not be requested by MN to prepare both at the same time – i.e. requested for either Rel-17 CPAC or Rel-18 S-CPAC).
Proposal 5: Do not consider any enhancement to support co-existence or mix-up of Rel-17 CPAC and Rel-18 S-CPAC in the same CPA procedure to a candidate T-SN. A candidate T-SN should prepare as requested by MN, i.e. either to prepare Rel-18 S-CPAC (if requested so by MN) or to prepare Rel-17 CPAC (if requested so by MN), not to mix up both at the same time.
Regarding Proposal 18 from RAN2 LS [2], it has been the common understanding in both RAN2 and RAN3 that the existing signalling flow charts and procedural texts for Rel-17 CPA/CPC procedures can be reused for subsequent CPAC procedure with some modifications. 
Proposal 6: Confirm that the existing signalling flow charts and procedural texts for Rel-17 CPA/CPC procedures can be reused for subsequent CPAC procedure with some modifications.

  Convert S-SN as C-SN for S-CPAC
This is related to the following:
Assuming UE is in DC, MN can prepare the source SN as a candidate SN for the inter-SN S-CPAC in the following case(s):
· Case 1: Using SN MOD REQ, in the initial preparation before sending the S-CPAC RRC configuration to UE
· FFS Case 2: Using SN MOD REQ/ SN RELEASE/ Xn-U address indication etc., after the execution of initial CPC 
While we agreed the Case 1, we still have FFS on Case 2, i.e. converting S-SN as C-SN after the execution of initial CPC. That is, the Case 2 scenario assumes that Rel-17 CPC has been prepared/configured to the UE involving S-SN, then once executed, whether MN can convert S-SN as a C-SN for S-CPAC. 
From our understanding, in case of Rel-17 SN-initiated inter-SN CPC, once executed, PSCell is changed to one of candidate SNs (other than S-SN) and S-SN is always released. The execution happens only once and once executed, CPC configurations shall be released by the UE and NW. After then, if we want to convert S-SN as C-SN for S-CPAC (instead of releasing S-SN), then anyway S-CPAC has to be prepared with S-SN, together with the subsequent S-CPAC RRC reconfiguration to the UE. From this stage, there seems no difference to the Case 1 that we already agreed. 
The same logic applies in case of Rel-17 intra-SN CPC and MN-initiated inter-SN CPC (where NW is not precluded to configure both at the same time to the UE). Depending on how execution happens and PSCell is changed (within S-SN or to another candidate SN), S-SN could remain or be released. But regardless, the execution happens only once, and once executed, CPC configurations shall be released by the UE and NW. In case S-SN remained (due to intra-SN CPC execution) and if we now want to convert S-SN as C-SN for S-CPAC, then anyway S-CPAC has to be prepared with S-SN, together with the subsequent S-CPAC RRC reconfiguration to the UE. From this stage, again there seems no difference to the Case 1 that we already agreed.
From the above reasonings, there seems no need to consider the Case 2. The Case 1 is enough. 
Proposal 7: Regarding MN preparing S-SN as a C-SN for inter-SN S-CPAC, do not consider Case 2. Rel-17 CPC execution happens only once where CPC configurations shall be released by the UE and NW, which anyway requires MN preparing S-CPAC with S-SN and the subsequent S-CPAC RRC reconfiguration to the UE. 

  Data forwarding TNL provisioning to the selected SN
This is related to the following:
· [bookmark: _Hlk149741218]Upon S-CPAC execution, any of the following enhancement is needed for MN to inform the new source SN about the data forwarding address of all the other candidate SNs?
Option 1: SN RECONFIG COMPLETE, with a list of data forwarding addresses
Option 2: One Xn-U Address Indication message, with a list of data forwarding addresses
Option 3: Multiple Xn-U Address Indication messages, each with a data forwarding address
· Before S-CPAC execution and at the beginning of S-CPAC preparation, data forwarding addresses of other SNs may be provided to each prepared SN. 
· Candidate SN generates data forwarding proposals (e.g., Data Forwarding and Offloading Info from source NG-RAN node IE) and sends to MN in SN ADD REQ ACK?
As we all know, Rel-18 S-CPAC configurations that have been prepared in NW side and configured to the UE will not be used only once, i.e., they can be re-used for CPAC operations for multiple executions. 
This brings in new problem for data forwarding, because, upon the UE’s initial S-CPAC execution, SN of the selected PSCell now becomes a new serving SN and acts as a “source” for data forwarding toward other candidate SNs. Originally in Rel-17 CPAC, conditional configurations were used only once, and thus they were released from the UE and NW side upon a single execution. This means that, from NW point of view, we only needed to worry about data forwarding once from a node originally serving the UE before executed, to candidate target node(s) if early data forwarding is applied, and to the selected target node if late data forwarding is applied. However, in Rel-18 S-CPAC, NW has to address series of data forwarding operations, initiated from one SN then from another SN, and so on.
Having this in mind, one aspect to consider is that, from 4G, the principle of data forwarding between NW nodes has been that, for DL, the source proposes data forwarding for which the target decides to accept it or not. During Rel-18 S-CPAC preparation, the candidate SNs may assign the forwarding TNLs (destination GTP-U TEID, destination IP address) based on data forwarding proposals from the source SN (MN/SN-initiated S-CPC) or from MN (S-CPA). Once executed and one of candidate SNs becomes a new serving SN, re-using the same forwarding TNLs for next data forwarding operation from new serving SN could break this principle, because those TNLs were originally assigned based on data forwarding proposals from the source SN or MN (not based on data forwarding proposals from new serving SN).
This means that data forwarding proposals should be newly retrieved from a new serving SN whenever SN is changed over the course of executions. However, if retrieved after execution, it could delay the subsequent data forwarding operation from the new serving SN. 
Given that Rel-18 S-CPAC aims to re-use the single configuration for multiple executions, it is natural to expect that admission results from the candidate SNs doesn’t get changed once S-CPAC is configured to the UE. From this sense, we think the better approach is to retrieve the data forwarding proposals from the candidate SNs in advance, i.e. during S-CPAC preparation phase. During SN addition, each candidate SN can generate data forwarding proposals for PDU sessions or DRBs admitted for its candidate PSCells and provide to MN, to be used later when one of its candidate PSCells is selected for access later. Of course, during the same SN addition procedure, each candidate SN may provide the forwarding TNLs based on data forwarding proposals from the source SN or MN. MN can store the forwarding TNLs assigned by each candidate SN as well as data forwarding proposals from each candidate SN to be used later. Then, once executed, MN can provision to the selected SN the right forwarding TNLs of other candidate SNs, based on the stored data forwarding proposal from the selected SN. 
By this way, we can save signalling step to retrieve data forwarding proposal from the new serving SN after selected (whenever SN is changed over the course of executions). To support this, we just need to include 9.2.1.17 Data Forwarding and Offloading Info from source NG-RAN node into SN ADD REQ ACK > 9.2.1.6 PDU Session Resource Setup Response Info – SN terminated. 
Moreover, regarding the following:
· Before S-CPAC execution and at the beginning of S-CPAC preparation, data forwarding addresses of other SNs may be provided to each prepared SN. 
considering the discussions above, we think it may be an overkill for MN to provision the forwarding TNLs of all the other candidate SNs to each prepared SN before S-CPAC execution. Over the course of Rel-18 S-CPAC operations, in reality, not all candidate PSCells (or C-SN) prepared may be used for access by the UE. Configuring the pre-fetched forwarding TNLs from other candidate SNs to each prepared SN in advance would necessitate additional round trips between MN and candidate SNs before S-CPAC RRC configuration to the UE, some of which may not be used in the end. 
From this sense, the right approach should be to configure the forwarding TNLs of other SNs to the selected SN “only when needed”, i.e. once S-CPAC is successfully executed by the UE. Toward the selected SN, the SN RECONFIG COMPLETE message has to be triggered anyway, so this message should be enhanced to provide the forwarding TNLs of other candidate SNs (i.e. Option 1). 
The following figure summarizes our thoughts, which is described based upon the MN-initiated inter-SN S-CPC procedure. But the same principle can also be applicable to S-CPA and SN-initiated inter-SN S-CPC. 

 
Figure 1: MN-initiated inter-SN S-CPC, where data forwarding proposals from candidate SNs (to be used later when selected for access) are retrieved in advance during the preparation phase.
We thus propose the following:
Proposal 8: Retrieve data forwarding proposals from the candidate SNs during S-CPAC preparation phase. During SN addition, each candidate SN generates data forwarding proposals for PDU sessions or DRBs admitted for its candidate PSCell(s) and provide to MN, to be used later when its candidate PSCell is selected for access later. For this, enhance SN ADD REQ ACK > 9.2.1.6 PDU Session Resource Setup Response Info – SN terminated to include 9.2.1.17 Data Forwarding and Offloading Info from source NG-RAN node.
Proposal 9: MN stores the data forwarding TNLs assigned by each candidate SN as well as data forwarding proposals from each candidate SN to be used later. Once S-CPAC is executed, MN provisions the right forwarding TNLs of other candidate SNs to the selected SN, based on the stored data forwarding proposal from the selected SN, via SN RECONFIGURATION COMPLETE. 
[bookmark: _Hlk146746862]Moreover, based on data forwarding proposals from candidate SNs stored at MN, once executed, MN should be able to retrieve new forwarding TNLs from other candidate SNs before provisioning to the selected SN. Of course, the same TNL already assigned can be re-used. But if a TNL already for data forwarding reception is re-used for subsequent data forwarding reception from another source, there is a possibility that the forwarded packets from the first data forwarding interferes with the forwarded packets from the subsequent data forwarding. If the same TNL is re-used for series of data forwarding operations, we may face two source – one destination problem (which we never faced before), and in some cases, this situation may jeopardize data forwarding operations in S-CPAC. 
As a result, MN should be allowed to retrieve new forwarding TNLs from other candidate SNs before provisioning to the selected SN via SN RECONFIGURATION COMPLETE. To support this, we can re-use the existing mechanism by the MN-initiated SN modification procedure, where SN MOD REQ > 9.2.1.9 PDU Session Resource Modification Info – SN terminated can provide new data forwarding proposals for PDU sessions/DRBs already established in a candidate SN, for which SN MOD REQ ACK can provide new forwarding TNLS via 9.2.1.10 PDU Session Resource Modification Response Info – SN terminated. 
Proposal 10: Based on the stored data forwarding proposals at MN, MN should be able to retrieve new forwarding TNLs from other candidate SNs, before provisioning forwarding TNLs to the selected SN via SN RECONFIGURATION COMPLETE. For this, re-use the existing mechanism via MN-initiated SN modification procedure. 

  Reflection of other RAN2 agreements [2] impacting RAN3 signallings
Based on the RAN2 agreements listed in [2], we provide our views:

Regarding, 
Proposal 12: [10/11] For SN initiated inter-SN subsequent CPAC, in SN Change Required message, the source SN includes the following information to the MN:
· A list of candidate SNs (can also include source SN) for the initial and subsequent CPC, and for each candidate SN in the list, a list of PSCells suggested to be prepared by the candidate SN.
· Execution conditions associated with each suggested PSCell of the CPC.
In Rel-17 CPAC, the above highlighted parts (i.e. a list of PSCells suggested to be prepared by each candidate SN and the associated execution conditions) has been addressed via CG-Config > CandidateCellInfoListCPC-r17 included for each candidate SN by the SN CHG REQD message. The same mechanism can be re-used. 
Proposal 11: No impacts on RAN3 from P12 in RAN2 agreements [2]. 

Regarding, 
Proposal 14: [10/11] In SN Addition Request Acknowledge message, the candidate SN includes the following information to the MN:
· 1) List of prepared candidate PSCells and associated candidate SCG configurations, which include the candidate SCG measurement configurations, i.e. as legacy;
· 2) For each cell in 1), a list of proposed candidate PSCells for the subsequent CPC (e.g., the neighbour PSCells), and associated execution conditions (events A3/A5, based on the candidate SCG measurement configurations).
· Note: The proposed candidate PSCells are selected from the recommended cell list provided by the MN, as the legacy.
In SN ADD REQ ACK, (1) has been already supported by CG-CandidateList in Rel-17, so no impacts on RAN3. However, for (2), “proposed candidate PSCells for S-CPAC and their associated execution conditions” for each candidate PSCell is new. But we think that (2) is better to be carried by each CG-Config included in CG-CandidateList for each candidate PSCell prepared, as similar to SN-initiated inter-SN CPC where CG-Config > candidateCellInfoListCPC was defined for S-SN to suggest a list of PSCells and their corresponding execution conditions for each candidate SN. 
Proposal 12: No impacts on RAN3 from P14 in RAN2 agreements [2]. Regarding the new information of “a list of proposed candidate PSCells for S-CPAC and their associated execution conditions” for each candidate PSCell prepared from a candidate SN, let RAN2 address through CG-Config included in CG-CandidateList for each candidate PSCell prepared, as similar to Rel-17 SN-initiated inter-SN CPC handling via CG-Config > candidateCellInfoListCPC.

Regarding, 
Proposal 15: [11/11] The MN checks whether the proposed candidate PSCells for subsequent CPC have been prepared by other candidate SNs, and the MN may initiate an SN Modification procedure to the candidate SN, e.g. when not all proposed candidate PSCells for subsequent CPC have been prepared.
Proposal 16a: [11/12] In SN Modification Request message, the MN includes the following information to the candidate SN:
· Candidate PSCells for subsequent CPC that have been prepared by other candidate SNs.
Proposal 16b: [12/12] In SN Modification Request Acknowledge message, the candidate SN includes the following information to the MN:
· Updated candidate SCG configurations and/or the execution conditions for subsequent CPC, if needed. The detailed signaling is similar to that in SN Addition Request Acknowledge message.

In Rel-17 SN-initiated inter-SN CPC, the update of candidate PSCells originally suggested by S-SN and their corresponding execution conditions after CPA has been addressed via additional MN-initiated SN modification procedure with S-SN: 
· [bookmark: _Hlk149745297]SN MOD REQ > Conditional PSCell Change Information Update IE
· SN MOD REQ ACK > SN to MN Container = (Updated) CG-CandidateList
Now in Rel-18 S-CPAC, this may need to be performed with each candidate SN for the update of the neighboring candidate PSCells proposed by each candidate SN during CPA and their associated execution conditions or CG-CandidateList. For this, we can simply re-use Rel-17 signalling at no problem. We just need to update the semantic of SN MOD REQ > Conditional PSCell Change Information Update IE such that this additional MN-initiated SN modification procedure can be used for Rel-18 S-CPAC with a candidate SN as well. 
Proposal 13: A minor impact on RAN3 from P15/16 in RAN2 agreements [2]. Re-use the existing mechanism devised for Rel-17 SN-initiated inter-SN CPC. Just need to update the semantic of SN MOD REQ > Conditional PSCell Change Information Update IE such that this additional MN-initiated SN modification procedure can also be used for Rel-18 S-CPAC with a candidate SN. 

Regarding, 
13a, 13b agreed as starting point. Can discuss further in the CR work
· P13a: For MN initiated inter-SN subsequent CPAC, in SN Addition Request message, the MN includes the following information to each candidate SN:
- A list of candidate SNs, and for each candidate SN in the list, a list of cells recommended by MN (assume format as legacy)
· P13b: For SN initiated inter-SN subsequent CPAC, in SN Addition Request message, the MN includes the following information to each candidate SN:
[bookmark: OLE_LINK8][bookmark: OLE_LINK7]- A list of candidate SNs, and for each candidate SN in the list, a list of PSCells suggested to be prepared by the candidate SN.
In Rel-17 MN-initiated inter-SN CPC, toward a candidate SN, a list of PSCells recommended by MN was handled via SN ADD REQ > CG-ConfigInfo > candidateCellInfoListMN (which includes measurement results). On the other hand, in Rel-17 SN-initiated inter-SN CPC, toward a candidate SN, a list of PSCells suggested (from S-SN) to be prepared by the candidate SN was handled via SN ADD REQ > CG-ConfigInfo > candidateCellListCPC. 
Now in Rel-18 S-CPAC, what RAN2 agreed was that for each candidate SN, SN ADD REQ should be able to provide a list of PSCells suggested for other candidate SNs. To support this, we think it is better to be handled via RAN3 signalling, as it is about provisioning information of other candidate SNs (toward each candidate SN). For this, we can enhance SN ADD REQ > Conditional PSCell Addition Information Request IE to include a list of SN, so that OCTET STRING (containing either candidateCellInfoListMN or candidateCellListCPC, depending on MN/SN-initiated) can be provided per other candidate SN. 
Proposal 14: To support P13 in RAN2 agreements [2], enhance SN ADD REQ > Conditional PSCell Addition Information Request IE to include a list of SN, so that OCTET STRING (containing either candidateCellInfoListMN or candidateCellListCPC) can be provided per other candidate SN. 

Conclusion
Based on the discussion in the present contribution we propose: 
Completion of reference configuration handling 
Proposal 1: For MN/SN-initiated inter-SN S-CPC (where there was a source SN), the source SN generates the reference configuration for Rel-18 S-CPAC: 
· For MN-initiated inter-SN S-CPC, MN retrieves the reference configuration for S-CPAC from the source SN via MN-initiated SN modification procedure before initiating CPA to other SNs. The reference configuration is carried by CG-Config from the source SN (following legacy). 
· For SN-initiated inter-SN S-CPC, the source SN provides the reference configuration for S-CPAC to MN when initiating SN CHG REQD. The same reference configuration is carried by each CG-Config (for each candidate SN) from the source SN (following legacy). 
· After then, MN provides the reference configuration to a candidate SN via CG-ConfigInfo in SN ADD REQ (already in RAN2’s RRC running CR). The candidate SN uses it to generate delta SCG configurations for its prepared candidate PSCells and indicates within CG-CandidateList, whether delta was used or not for each CG-Config. 
Proposal 2: For S-CPA (where there was no source SN), one of candidate SNs generates the reference configuration for Rel-18 S-CPAC (already agreed in RAN2): 
· MN retrieves the reference configuration from any of the candidate SNs (already agreed in RAN2). The request for reference configuration is explicitly requested in SN ADD REQ (already agreed in RAN3). 
· The requested candidate SN generates reference configuration and uses it to generate delta SCG configurations for its candidate PSCells. The CG-CandidateList carries the generated reference configuration and indicates, for each CG-Config, whether delta was used or not.
· If MN provides the reference configuration via CG-ConfigInfo in SN ADD REQ (already in RAN2’s RRC running CR), a candidate SN uses it to generate delta SCG configurations for its candidate PSCells. The CG-CandidateList indicates, for each CG-Config, whether delta was used or not.
Proposal 3: Send an LS to RAN2 about reference configuration handling in Proposal 1 and Proposal 2 and ask RAN2 to work on CG-Config and CG-CandidateList accordingly.  

Co-existence of CPAC and S-CPAC 
Proposal 4: Allow co-existence of the legacy CPAC and S-CPAC, but per each candidate T-SN granularity (i.e. the same candidate T-SN shall not be requested by MN to prepare both at the same time – i.e. requested for either Rel-17 CPAC or Rel-18 S-CPAC).
Proposal 5: Do not consider any enhancement to support co-existence or mix-up of Rel-17 CPAC and Rel-18 S-CPAC in the same CPA procedure to a candidate T-SN. A candidate T-SN should prepare as requested by MN, i.e. either to prepare Rel-18 S-CPAC (if requested so by MN) or to prepare Rel-17 CPAC (if requested so by MN), not to mix up both at the same time.
Proposal 6: Confirm that the existing signalling flow charts and procedural texts for Rel-17 CPA/CPC procedures can be reused for subsequent CPAC procedure with some modifications.

Convert S-SN as C-SN for S-CPAC
Proposal 7: Regarding MN preparing S-SN as a C-SN for inter-SN S-CPAC, do not consider Case 2. Rel-17 CPC execution happens only once where CPC configurations shall be released by the UE and NW, which anyway requires MN preparing S-CPAC with S-SN and the subsequent S-CPAC RRC reconfiguration to the UE. 

Data forwarding TNL provisioning to the selected SN
Proposal 8: Retrieve data forwarding proposals from the candidate SNs during S-CPAC preparation phase. During SN addition, each candidate SN generates data forwarding proposals for PDU sessions or DRBs admitted for its candidate PSCell(s) and provide to MN, to be used later when its candidate PSCell is selected for access later. For this, enhance SN ADD REQ ACK > 9.2.1.6 PDU Session Resource Setup Response Info – SN terminated to include 9.2.1.17 Data Forwarding and Offloading Info from source NG-RAN node.
Proposal 9: MN stores the data forwarding TNLs assigned by each candidate SN as well as data forwarding proposals from each candidate SN to be used later. Once S-CPAC is executed, MN provisions the right forwarding TNLs of other candidate SNs to the selected SN, based on the stored data forwarding proposal from the selected SN, via SN RECONFIGURATION COMPLETE. 
Proposal 10: Based on the stored data forwarding proposals at MN, MN should be able to retrieve new forwarding TNLs from other candidate SNs, before provisioning forwarding TNLs to the selected SN via SN RECONFIGURATION COMPLETE. For this, re-use the existing mechanism via MN-initiated SN modification procedure. 

Reflection of other RAN2 agreements [2] impacting RAN3 signallings
Proposal 11: No impacts on RAN3 from P12 in RAN2 agreements [2]. 
Proposal 12: No impacts on RAN3 from P14 in RAN2 agreements [2]. Regarding the new information of “a list of proposed candidate PSCells for S-CPAC and their associated execution conditions” for each candidate PSCell prepared from a candidate SN, let RAN2 address through CG-Config included in CG-CandidateList for each candidate PSCell prepared, as similar to Rel-17 SN-initiated inter-SN CPC handling via CG-Config > candidateCellInfoListCPC.
Proposal 13: A minor impact on RAN3 from P15/16 in RAN2 agreements [2]. Re-use the existing mechanism devised for Rel-17 SN-initiated inter-SN CPC. Just need to update the semantic of SN MOD REQ > Conditional PSCell Change Information Update IE such that this additional MN-initiated SN modification procedure can also be used for Rel-18 S-CPAC with a candidate SN. 
Proposal 14: To support P13 in RAN2 agreements [2], enhance SN ADD REQ > Conditional PSCell Addition Information Request IE to include a list of SN, so that OCTET STRING (containing either candidateCellInfoListMN or candidateCellListCPC) can be provided per other candidate SN. 

Based on the proposals above, the TP for TS 38.423 BL CR [5] can be found in Section 6. 
Proposal 15: Agree the XnAP TP in Section 6. 

Reference
[1] R3-235768, “SoD of CB MobilityEnh_S-CPAC”, Lenovo
[2] R3-237139, LS on RAN2 progress on subsequent CPAC, RAN2
[3] R2-2309830, “37.340 running CR for introduction of NR further mobility enhancements”, ZTE Corporation, Sanechips
[4] R2-2310375, “RRC running CR for subsequent CPAC in NR-DC”, OPPO
[5] R3-235970, “(BL CR to TS 38.423) Introduction of Subsequent CPAC”, Huawei, ZTE

RAN2 agreements for S-CPAC
	RAN2-123bis
Proposals marked easy agreement are agreed, except P7:
P1a: Upon SCG release, RAN2 confirms that the UE shall release the subsequent CPAC configuration within SCG VarConditionalReconfig autonomously. 
P1b: Upon SCG release, it’s up to the NW decision to maintain or release the subsequent CPAC configuration within MCG VarConditionalReconfig.
P2: Upon intra-MN PCell change, it’s up to the NW decision to maintain/modify/release the subsequent CPAC configuration.
P3: If there are maintained subsequent CPAC configurations with CPA execution conditions after SCG release, the maintained configurations can be used for the subsequent CPA execution.
P4: The coexistence of subsequent CPAC and SCG deactivation is not supported in Rel-18, i.e. follow the same principle as legacy CPAC.
P5: The candidate and reference configuration for subsequent CPAC can include both MCG and SCG part configurations. It can be up to the NW implementation whether to include the MCG part.
P6: The MN generates the MCG part of the reference configuration (if any), while the SN (source or candidate) generates the SCG part of the reference configuration.
P8: The MN is responsible for the reference configuration generation for MN/SN initiated inter-SN SCPAC.
P10: The MN can request an SCG reference configuration from any of the involved SNs.
P11: Candidate SN prepares the execution conditions for subsequent CPC when the candidate SN prepares the candidate SCG configuration(s) for candidate PSCell(s).
P12: For SN initiated inter-SN subsequent CPAC, in SN Change Required message, the source SN includes the following information to the MN:
- A list of candidate SNs (can also include source SN) for the initial and subsequent CPC, and for each candidate SN in the list, a list of PSCells suggested to be prepared by the candidate SN.
- Execution conditions associated with each suggested PSCell of the initial CPC.
P14: In SN Addition Request Acknowledge message, the candidate SN includes the following information to the MN:
1) List of prepared candidate PSCells and associated candidate SCG configurations, which include the candidate SCG measurement configurations, i.e. as legacy;
2) For each cell in 1), a list of proposed candidate PSCells for the subsequent CPC (e.g., the neighbour PSCells), and associated execution conditions (events A3/A5, based on the candidate SCG measurement configurations).
Note: The proposed candidate PSCells are selected from the recommended cell list provided by the MN, as the legacy.
P15: The MN checks whether the proposed candidate PSCells for subsequent CPC have been prepared by other candidate SNs, and the MN may initiate an SN Modification procedure to the candidate SN, e.g. when not all proposed candidate PSCells for subsequent CPC have been prepared.
P16a: In SN Modification Request message, the MN includes the following information to the candidate SN:
Candidate PSCells for subsequent CPC that have been prepared by other candidate SNs.
P16b: In SN Modification Request Acknowledge message, the candidate SN includes the following information to the MN:
Updated candidate SCG configurations and/or the execution conditions for subsequent CPC, if needed. The detailed signaling is similar to that in SN Addition Request Acknowledge message.
P17: RAN2 assumes that the coexistence of subsequent CPAC and legacy CPAC is supported. [Check with RAN3]
P18: RAN2 assumes that the existing signalling flow charts and procedural texts for Rel-17 CPA/CPC procedures can be reused for subsequent CPAC procedure with some modifications. [Check with RAN3]

For one UE, for CPC only either MN format or SN format (only intra-SN case is possible) is used
MN format is supported for intra-SN (in addition to SN format) 
		
13a, 13b agreed as starting point. Can discuss further in the CR work
P13a: For MN initiated inter-SN subsequent CPAC, in SN Addition Request message, the MN includes the following information to each candidate SN:
- A list of candidate SNs, and for each candidate SN in the list, a list of cells recommended by MN (assume format as legacy)
P13b: For SN initiated inter-SN subsequent CPAC, in SN Addition Request message, the MN includes the following information to each candidate SN:
A list of candidate SNs, and for each candidate SN in the list, a list of PSCells suggested to be prepared by the candidate SN.
Postpone 13c

Rel-18 Conditional-Reconfiguration Information element may include
-	List of Group-ID (mapping to SN) and associated SK-counter values outside the candidate conditional configurations.
-	The Group-ID parameter is included within each candidate conditional configuration(CondConfigAddMod) marked for subsequent CPAC.
Mod P3: UE include the selected SK-counter value in the MN RRC Reconfiguration Complete message when UE selects new SK-counter value as part of S-CPAC execution.
Mod P4: For Pcell-change /PSCell-change /SCG Release scenarios, if the SCPAC configuration is maintained, UE also maintains the unused SK-counter values.
RAN2 Understanding: The NW configuration ensures that The SK-counter lists assigned for SCPAC configurations and the SK-counter value assigned for CPAC configurations are uniquely different. No specification changes are needed in this regard.
No specification changes needed for UE behaviour for the Scenario where free SK-Counter not available at the time of execution. This scenario can be avoided by NW configuration.   
Send Reply LS to SA3 (can add additional context info in the LS if deemed needed for understanding the intentions)

RAN2-123
For subsequent CPAC it is useful to support use of A3 A5
A3 A5 is supported with SN-initiated subsequent CPAC
Proposal 1: For MN-initiated subsequent CPAC,  MN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. MN triggers the procedure as defined in Section 10.5.2 and Section 10.2.2 of TS 37.340 in the endorsed running CR.
Proposal 2: For SN-initiated inter-SN subsequent CPAC, SN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. source SN triggers the procedure as defined in Section 10.5.2 of TS 37.340 in the endorsed running CR.
Proposal 3 (option2): For MN-initiated subsequent CPAC, the execution condition configuration is provided as following:
MN generates the execution conditions (A4 event) for initial CPAC execution, and the measID refers to the measurement configuration associated with MCG;
candidate SN generates the execution conditions (A3/A5 event)  for subsequent CPC execution, and the measID refers to the measurement configuration associated with SCG.
UE autonomously releases the subsequent CPAC configurations in the following cases: upon RRC re-establishment and RRC release (to RRC_IDLE and/or RRC_INACTIVE)
No need for an optimized single-indication-release of CPAC configuration. Can rely on explicit release for other cases. 
Security
· Will support the SA3 solution, i.e. update of Sk-counter at inter-SN-mobility, based on pre-configured multiple Sk-counter. UE need to know when Sk counter need to change.
· Detailed solution discussed in long Post-meeting email discussion 


RAN2-122
For SN-initiated SCG selective activation, candidate SN generates execution conditions for subsequent CPC.
FFS if it shall be possible to do something like MN-initiated CPA/CPC where Candidate SN generate execution conditions for subsequent CPC
The UE shall skip the condition evaluation for a candidate which is a current PScell.
The reference configuration is provided to all candidates involved in preparation, FFS which node initially generates it. Assume it can be provided in MN initiated and in SN initiated procedures.  
Will not spend specific efforts for supporting nested configurations for candidate cell configuration.
Terminology is “Subsequent CPAC”

RAN2-121bis-e
For the reference configuration for SCG Selective Activation, aim at following similar design as LTM.
For inter-SN SCG Selective Activation, the RRC reconfiguration message containing the Rel-18 CPC configurations provided to the UE is in MN format. 
For MN initiated inter-SN SCG selective activation, source MN generates the execution conditions for the initial CPAC. 
FFS on the following options for subsequent CPC:
Option 1: Source MN generates the execution conditions for all subsequent CPC.
Option 2: Candidate SN may generate execution conditions for subsequent CPC.
For SN initiated inter-SN SCG selective activation, source SN generates the execution conditions for the initial CPC. 
FFS if Candidate SN may generate/modify execution conditions for subsequent CPC
Assume for now that there is only one reference configuration. 
The following may be included in the initial RRC reconfiguration message containing the Rel-18 CPC configurations:
1. Reference SCG configuration (Optionality FFS). Assume as for LTM Reference configuration may be empty.
FFS whether MCG configuration is included. 
FFS RRC model for the reference configuration.
2. Initial List of candidate target PSCells (this list can be updated by the network, e.g., cells may be added or removed) with associated target SCG configurations. FFS whether the MCG configurations associated with the target SCG configurations are included. 
3. The execution conditions associated with each candidate target PSCell. 
a.	For MN initiated procedure, execution conditions based on event A4 are supported. FFS whether A3/A5 are supported.
b.	For SN initiated procedure, execution conditions based on events A3/A5 are supported.      
UE will keep R18 CPC configurations after CPC execution. It should be possible to release a CPC candidate explicitly by RRC reconfiguration procedure.

RAN2-121
Assume to support the following scenarios of SCG selective activation:
· SN initiated intra-SN SCG selective activation
· MN initiated inter-SN SCG selective activation
· SN initiated inter-SN SCG selective activation 
It is assumed that if the UE need to be able to return to a current SCG  by conditional procedure, then the network could explicitly configure a candidate configuration for that  cell. 
In SCG selective activation, the CPC/CPA configurations of the UE should be released after PCell change, at least for inter MN (by explicit indication from network, FFS other case). 
R2 assumes that a CPA conditional configuration can be used for CPC (but with different triggering conditions)
For inter-SN CPC, MN should provide the reference configuration to all candidate T-SNs (in order to generate the T-SN candidate configuration). 
R2 understands that A target SN may include an indication in SN Addition Request Ack for each candidate target PSCell, denoting whether the associated SCG configuration is a delta with respect to the reference SCG configuration.   

RAN2-120
Delta configuration
A UE stores the reference configuration as a separate configuration.
The reference configuration is managed separately 

RAN2-119bis-e
Baseline procedure to support subsequent secondary cell group change (FFS if UE keeps all configurations or if those are indicated by the network, FFS support of nested configs):
a.	Step 1: when the execution condition of a CPC candidate PScell is met, a UE performs the execution of CPC towards this candidate PScell. 
b.	Step 2: After finishing the PSCell addition or change, the UE doesn’t release conditional configuration of other candidate PSCells for subsequent CPC, the UE continues evaluating the execution conditions of other candidate PScells. 
c.	Step 3: When the execution condition of a candidate PScell is met, the UE performs the execution of CPC towards this candidate PSCell.
Confirm that “CPA” selective activation of cell groups will be supported for this WI objective
Confirm that we aim to support delta configuration, i.e. that there need to be a known reference.  
RAN2 aim to support selective activation of cell groups without RRC reconfiguration with respect to security (FFS, need to consult with SA3 at some point in time). 

RAN2-119-e
The selective activation of cell groups should correspond to support of subsequent conditional changes (CPC) after a cell group change (normal or conditional). CPA FFS. 
Initial focus on SCG
There is interest to support delta configuration, to reduce the signalling overhead (FFS if some other objective should be achieved)
FFS how many subsequent conditional changes are targeted (and what is the impact of such assumption). 
FFS whether there is a security issue: e.g. to determine vertical or horizontal key derivation, e.g. security parameters re-used as part of subsequent CG switch (for the case when UE goes back to a previous cell, maybe in another SN), and FFS on the procedure/method with which the UE derives the SN security, e.g. based on a prior MN config (without RRC CPC config at the time of SN switch).




TP for NR feMob2 for TS 38.423
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
9.1.2.1	S-NODE ADDITION REQUEST
This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation of resources for dual connectivity operation for a specific UE.
Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	UE Security Capabilities
	M
	
	9.2.3.49
	
	YES
	reject

	////////////// Skip unchanged part /////////////////

	Conditional PSCell Addition Information Request
	O
	
	
	
	YES
	reject

	>Maximum Number of PSCells To Prepare
	M
	
	INTEGER (1..8, ...)

	Indicates the maximum number of PSCells that the target SN may prepare.
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	Indicates the arrival probability for the UE towards the candidate target SN.
	–
	

	>Subsequent CPAC Request
	O
	
	9.2.3.xxx
	This information is used for subsequent CPAC. 
	YES
	reject

	>Request for Reference Configuration for S-CPAC
	O
	
	9.2.3.xx1
	
	YES
	ignore

	>Multiple Target S-NG-RAN Node List
	
	0 .. <maxnoofTargetSNsMinusOne>
	
	
	YES
	reject

	>>Target S-NG-RAN node ID
	M
	
	Global NG-RAN Node ID
9.2.2.3
	Other candidate SN under preparation for subsequent CPAC. 
	–
	

	>>Recommended Candidate PSCells
	M
	
	OCTET STRING
	Includes either candidateCellInfoListMN in case of MN-initiated inter-SN S-CPAC or candidateCellListCPC in case of SN-initiated inter-SN S-CPAC, contained in the CG-ConfigInfo message (TS 38.331 [10]),
	–
	

	S-NG-RAN node UE Slice Maximum Bit Rate
	O
	
	UE Slice Maximum Bit Rate List
9.2.3.167
	This IE indicates the S-NG-RAN node portion of the UE Slice Aggregate Maximum Bit Rate as specified in TS 23.501 [7]
	YES
	reject

	F1-terminating IAB-donor Indicator
	O
	
	ENUMERATED (true, ...)
	This IE applies only if the UE is an IAB-MT.
	YES
	reject



	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofTargetSNsMinusOne
	Maximum no. of the target S-NG-RAN nodes minus 1. Value is 7



	Condition
	Explanation

	ifSNterminated
	This IE shall be present if there is at least one PDU Session Resource Setup Info – SN terminated in the PDU Session Resources To Be Added List IE.




//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc20955195][bookmark: _Toc29991390][bookmark: _Toc36555790][bookmark: _Toc44497500][bookmark: _Toc45107888][bookmark: _Toc45901508][bookmark: _Toc51850587][bookmark: _Toc56693590][bookmark: _Toc64447133][bookmark: _Toc66286627][bookmark: _Toc74151322][bookmark: _Toc88653794][bookmark: _Toc97904150][bookmark: _Toc98868220][bookmark: _Toc105174504][bookmark: _Toc106109341][bookmark: _Toc113825162][bookmark: _Toc146227761]9.1.2.4	S-NODE RECONFIGURATION COMPLETE
This message is sent by the M-NG-RAN node to the S-NG-RAN node to indicate whether the configuration requested by the S-NG-RAN node was applied by the UE.
Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Response Information
	M
	
	
	
	YES
	ignore

	>CHOICE Response Type
	M
	
	
	
	–
	

	>>Configuration successfully applied
	
	
	
	
	–
	

	>>>M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the RRCReconfigurationComplete message as defined in subclause 6.2.2 of TS 38.331 [10] or the RRCConnectionReconfigurationComplete message as defined in subclause 6.2.2 of TS 36.331 [14].
	–
	

	>>>PDU Session SN Change Confirm List
	O
	
	9.2.1.xx
	This IE may be present in case of Subsequent CPAC execution.
	–
	

	>>Configuration rejected by the M-NG-RAN node
	
	
	
	
	–
	

	>>>Cause
	M
	
	9.2.3.2
	
	–
	

	>>>M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the CG-ConfigInfo message as defined in as defined in subclause 11.2.2 of TS 38.331 [10].
	–
	




//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
9.1.2.5	S-NODE MODIFICATION REQUEST
This message is sent by the M-NG-RAN node to the S-NG-RAN node to either request the preparation to modify S-NG-RAN node resources for a specific UE, or to query for the current SCG configuration, or to provide the S-RLF-related information to the S-NG-RAN node.
Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID 9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	ignore

	PDCP Change Indication
	O
	
	9.2.3.74
	
	YES
	ignore

	Selected PLMN
	O
	
	PLMN Identity
9.2.2.4
	The selected PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Mobility Restriction List
	O
	
	9.2.3.53
	
	YES
	ignore

	SCG Configuration Query
	O
	
	9.2.3.27
	
	YES
	ignore

	////////////// Skip unchanged part /////////////////

	CHO Information SN Modification
	O
	
	
	
	YES
	ignore

	>Conditional Reconfiguration
	M
	
	ENUMERATED (intra-MN-CHO, ...)
	
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	
	–
	

	SCG Activation Request
	O
	
	9.2.3.154
	
	YES
	ignore

	Conditional PSCell Addition Information Modification Request
	O
	
	
	This IE may be sent to the target SN.
	YES
	ignore

	>Maximum Number of PSCells To Prepare
	O
	
	INTEGER (1..8, ...)

	Indicates the maximum number of PSCells that the target SN may prepare.
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	Indicates the arrival probability for the UE towards the candidate target SN.
	–
	

	>Request for Reference Configuration for S-CPAC
	O
	
	9.2.3.xx1
	
	YES
	ignore

	Conditional PSCell Change Information Update
	O
	
	
	This IE may be sent to the source SN in SN-initiated inter-SN CPC, or sent to the candidate SN in MN-initiated inter-SN CPC.
	YES
	ignore

	>Multiple Target S-NG-RAN Node List
	
	1
	
	
	–
	

	>>Multiple Target S-NG-RAN Node Item
	
	1 .. <maxnoofTargetSNs>
	
	
	–
	

	>>>Target S-NG-RAN node ID
	M
	
	Global NG-RAN Node ID
9.2.2.3
	
	–
	

	>>>Candidate PSCell List
	
	1
	
	
	–
	

	>>>>Candidate PSCell Item
	
	1 .. <maxnoofPSCellCandidate>
	
	
	–
	

	>>>>>PSCell ID
	M
	
	NR CGI 9.2.2.7
	
	–
	

	S-NG-RAN node UE Slice Maximum Bit Rate
	O
	
	UE Slice Maximum Bit Rate List
9.2.3.167
	This IE indicates the S-NG-RAN node portion of the UE Slice Aggregate Maximum Bit Rate as specified in TS 23.501 [7]
	YES
	ignore

	Management Based MDT PLMN Modification List
	O
	
	MDT PLMN Modification List
9.2.3.169
	
	YES
	ignore





//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc146227769]9.1.2.12	S-NODE CHANGE CONFIRM
This message is sent by the M-NG-RAN node to inform the S-NG-RAN node that the preparation of the S-NG-RAN node initiated S-NG-RAN node change was successful.
Direction: M-NG-RAN node  S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	ignore

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	ignore

	PDU Session SN Change Confirm List
	O
	0..1
	9.2.1.xx
	This IE would be present in case of SN-initiated SN change or SN-initiated inter-SN CPC.
	YES
	ignore

	>PDU Session SN Change Confirm Item
	
	1 .. <maxnoof PDUsessions>
	
	NOTE: If the 
PDU Session Resource Change Confirm Info – SN terminated IE 
is not present in a PDU Session SN Change Confirm Item IE, abnormal conditions as specified in clause 8.3.5.4 apply.
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>PDU Session Resource Change Confirm Info – SN terminated
	O
	
	9.2.1.19
	
	–
	

	>>Additional List of PDU Session Resource Change Confirm Info – SN Terminated
	
	0..1
	
	This IE would be present only if multiple candidate target SNs are prepared in case of SN initiated inter-SN CPC.
	YES
	ignore

	>>>Additional list of PDU Session Resource Change Confirm Info – SN Terminated-Item
	
	1 .. <maxnoofTargetSNsMinusOne>
	
	
	–
	

	>>>>PDU Session Resource Change Confirm Info – SN terminated
	M
	
	9.2.1.19
	
	–
	

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore

	Conditional PSCell Change Information Confirm
	O
	
	
	
	YES
	ignore

	>Multiple Target S-NG-RAN Node List
	
	1
	
	
	–
	

	>>Multiple Target S-NG-RAN Node Item
	
	1 .. <maxnoofTargetSNs>
	
	
	–
	

	>>>Target S-NG-RAN node ID
	M
	
	Global NG-RAN Node ID
9.2.2.3
	
	–
	

	>>>Candidate PSCell List
	
	1
	
	
	–
	

	>>>>Candidate PSCell Item
	
	1 .. <maxnoofPSCellCandidate>
	
	
	–
	

	>>>>>PSCell ID
	M
	
	NR CGI 9.2.2.7
	
	–
	

	M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the RRCReconfigurationComplete message as defined in subclause 6.2.2 of TS 38.331 [10].
	YES
	ignore



	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofTargetSNs
	Maximum no. of the target S-NG-RAN nodes. Value is 8

	maxnoofPSCellCandidate
	Maximum no, of PSCell candidate. Value is 8

	maxnoofTargetSNsMinusOne
	Maximum no. of the target S-NG-RAN nodes minus 1. Value is 7




//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
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This IE contains the result of the addition of S-NG-RAN node resources related to a PDU session for DRBs configured with an SN terminated bearer option.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	DL NG-U UP TNL Information at NG-RAN
	M
	
	UP Transport Layer Information 9.2.3.30
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	

	DRBs To Be Setup List
	
	0..1
	
	
	–
	

	>DRBs to Be Setup Item
	
	1 .. <maxnoofDRBs>
	
	
	–
	

	>>DRB ID
	M
	
	9.2.3.33
	
	–
	

	>>SN UL PDCP UP TNL Information
	M
	
	UP Transport Parameters 9.2.3. 76
	S-NG-RAN node endpoint(s) of a DRB’s Xn transport bearer at its PDCP resource. For delivery of UL PDUs.
	–
	

	>>DRB QoS
	M
	
	QoS Flow Level QoS Parameters
9.2.3.5
	
	–
	

	>>PDCP SN Length
	O
	
	9.2.3.63
	Indicates the PDCP SN length of the DRB.
	–
	

	>>RLC Mode
	M
	
	9.2.3.28
	Indicates the RLC mode to be used in the assisting node.
	–
	

	>>secondary SN UL PDCP UP TNL Information
	O
	
	UP Transport Parameters 9.2.3.76
	S-NG-RAN node endpoint(s) of a DRB’s Xn transport bearer at its PDCP resource. For delivery of UL PDUs in case of PDCP duplication.
	–
	

	>>Duplication Activation
	O
	
	9.2.3.71
	Information on the initial state of UL PDCP duplication.
This IE is ignored if the RLC Duplication Information IE is present.
	–
	

	>>UL Configuration
	O
	
	9.2.3.75
	Information about UL usage in the M-NG-RAN node. This IE is used when the concerned DRB has both MCG resource and SCG resource configured i.e. the concerned DRB is configured as split bearer.
	–
	

	>>QoS Flows Mapped To DRB List
	
	1
	
	
	–
	

	>>>QoS Flows Mapped To DRB Item
	
	1 .. <maxnoofQoSFlows>
	
	
	–
	

	>>>>QoS Flow Identifier
	M
	
	9.2.3.10
	
	–
	

	>>>>MCG requested GBR QoS Flow Information 
	O
	
	GBR QoS Flow Information
9.2.3.6
	This IE contains GBR QoS Flow Information necessary for the MCG part. 
	–
	

	>>>>QoS Flow Mapping Indication
	O
	
	9.2.3.79
	
	–
	

	>>>>Current QoS Parameters Set Index
	O
	
	Alternative QoS Parameters Set Index
9.2.3.103
	
	YES
	ignore

	>>>>Source DL Forwarding IP Address
	O
	
	Transport Layer Address
9.2.3.29
	Identifies the TNL address used by the source node for data forwarding.
	YES
	ignore

	>>Additional PDCP Duplication TNL List
	
	0..1
	
	
	YES
	ignore

	>>>Additional PDCP Duplication TNL Item
	
	1 .. <maxnoofAdditionalPDCPDuplicationTNL>
	
	
	–
	

	>>>>Additional PDCP Duplication UP TNL Information
	M
	
	UP Transport Parameters 9.2.3.76
	S-NG-RAN node endpoint(s) of a DRB’s Xn transport bearer at its PDCP resource. For delivery of UL PDUs in case of additional PDCP duplication.
	–
	

	>>RLC Duplication Information
	O
	
	9.2.3.111
	.
	–
	

	Data Forwarding Info from target NG-RAN node
	O
	
	9.2.1.16
	
	–
	

	QoS Flows Not Admitted List
	O
	
	QoS Flow List with Cause
9.2.1.4
	
	–
	

	Security Result
	O
	
	9.2.3.67
	
	–
	

	DRB IDs taken into use
	O
	
	DRB List 9.2.1.29
	Indicating the DRB IDs taken into use by the target NG-RAN node, as specified in TS 37.340 [8].
	YES
	reject

	Redundant DL NG-U UP TNL Information at NG-RAN
	O
	
	UP Transport Layer Information
9.2.3.30
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs for the redundant transmission.
	YES
	ignore

	Used RSN Information
	O
	
	Redundant PDU Session Information
9.2.3.112
	
	YES
	ignore

	Data Forwarding and Offloading Info from source NG-RAN node
	O
	
	9.2.1.17
	Contains data forwarding proposal for Subsequent CPAC, to be used later when the S-NG-RAN node is selected for access.
	YES
	ignore



	Range bound
	Explanation

	maxnoofDRBs
	Maximum no. of DRBs allowed towards one UE. Value is 32. 

	maxnoofQoSFlows
	Maximum no. of QoS flows. Value is 64

	maxnoofAdditionalPDCPDuplicationTNL
	Maximum no. of additional PDCP Duplication TNL. Value is 2.
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9.2.1.xx		PDU Session SN Change Confirm List
This IE indicates the PDU Session SN Change Confirm List.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	PDU Session SN Change Confirm List
	
	1
	
	
	–
	

	>PDU Session SN Change Confirm Item
	
	1 .. <maxnoof PDUsessions>
	
	NOTE: If the 
PDU Session Resource Change Confirm Info – SN terminated IE 
is not present in a PDU Session SN Change Confirm Item IE, abnormal conditions as specified in clause 8.3.5.4 apply.
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>PDU Session Resource Change Confirm Info – SN terminated
	O
	
	9.2.1.19
	
	–
	

	>>Additional List of PDU Session Resource Change Confirm Info – SN Terminated
	
	0..1
	
	This IE would be present only if multiple candidate target SNs are prepared in case of SN initiated inter-SN CPC.
	YES
	ignore

	>>>Additional list of PDU Session Resource Change Confirm Info – SN Terminated-Item
	
	1 .. <maxnoofTargetSNsMinusOne>
	
	
	–
	

	>>>>PDU Session Resource Change Confirm Info – SN terminated
	M
	
	9.2.1.19
	
	–
	



	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofTargetSNsMinusOne
	Maximum no. of the target S-NG-RAN nodes minus 1. Value is 7
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