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Introduction
In the RAN3#121 meeting, the following agreements were captured in the meeting minutes:

The encoding of Requested Prediction time as Integer with maximum value as 60 seconds with extensible IE structure.
Introducing the time interval in the case of one-time reporting and periodic reporting is not pursued in R18.
The prediction in each DATA COLLECTION UPDATE message is generated at a requested prediction time by shifting by the existing reporting periodicity.
In the following, we discuss consequences of these agreements and put forward our proposals.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Requested prediction time
In the last RAN3 meeting, the following semantics description was added to the Requested Prediction Time IE (the highlight was added here for convenience):
For one time reporting, it indicates the point in time, measured from reception of the DATA COLLECTION REQUEST message, for which predictions are provided. For periodic reporting, it indicates the points in time, measured from the reception of the DATA COLLECTION REQUEST message and shifted by each reporting period, for which predictions are provided.
We believe that measuring the requested prediction time from the egress of the DATA COLLECTION UPDATE message instead of the reception of the DATA COLLECTION REQUEST message is a better option as we explain below. 
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[bookmark: _Ref138760930]Figure 1: Example flowchart for periodic reporting.

In Figure 1 we depict an example flowchart of the procedure, where:
· t0 is the time of reception of the DATA COLLECTION REQUEST message,
· t1 is the time of egress of the DATA COLLECTION RESPONSE message,
· t2 is the time of egress of the first DATA COLLECTION UPDATE message,
· tP is the requested prediction time, and
· T is the reporting periodicity.
The main reason why the requested prediction time shall not be measured from the time of reception of the Data collection Request is that the delay between t0 (the time of reception of the DATA COLLECTION REQUEST message) and t2 (the time of egress of the first DATA COLLECTION UPDATE message) is highly variable. That is because NG-RAN node 2 may need to carry out processes before being able to generate the requested predictions. One example is to load some software before being able to perform inference. Hence, the delay between t0 and t2 could be larger than the requested prediction time tP. For that the time at which the first Data Collection Update message will be signaled is variable. In our opinion, such variable time should not cause a procedure failure since the purpose of the predictions in the Data Collection Reporting procedure is to provide an estimate of the future state of the system; in the case of periodic reporting, this estimate is updated at frequent intervals. Hence, it is irrelevant when the first Data Collection Update message is sent, because after it is sent for the first time it will be signaled periodically. Moreover, NG-RAN node1 knows that, whenever NG-RAN node 2 signals the predictions in the DATA COLLECTION UPDATE message, such prediction points to tP (seconds) in the future.
Observation 1:  There could be a large delay between the reception of the DATA COLLECTION REQUEST message and the egress of the first DATA COLLECTION UPDATE message which contains the actual predictions.
Second, let us assume NG-RAN node 2 receives several requests for the same predictions from different NG-RAN nodes, where each incoming DATA COLLECTION REQUEST message arrives at different times. This is a reasonable assumption since many nodes may be running the same software, and they are thus configured to make the same requests. In this case, measuring the requested prediction time from the egress of the DATA COLLECTION UPDATE message allows NG-RAN node 2 to reuse the same predictions in the reporting to all requesting nodes. In other words, NG-RAN node 2 can trigger the DATA COLLECTION UPDATE messages towards different requesting nodes at the same time (assuming that the reporting periods are the same or multiples). With this approach, the same predictions could be reused towards different requesting nodes, which minimizes the resources needed to perform inference while maximizing the optimization impact on the system. If the requested prediction times were measured from the reception of each DATA COLLECTION REQUEST message, NG-RAN node 2 would be forced to compute predictions for slightly different times for each requesting node. This will increase the computational load significantly without generating any improvement.
Observation 2:  If an NG-RAN node is requested to provide the same predictions to multiple nodes, measuring the requested prediction time from the egress of the DATA COLLECTION UPDATE message allows NG-RAN node 2 to reuse these predictions with every requesting node, assuming that the reporting periodicities are the same or multiples. This considerably reduces computational load.
Proposal 1:  The requested prediction time should be measured from the egress of the DATA COLLECTION UPDATE message.

The following text reflects the semantics description of the Requested Prediction Time IE according to the above proposal:
For one time reporting, it indicates the point in time, measured from the egress of the DATA COLLECTION UPDATE message, for which predictions are provided. For periodic reporting, it indicates the points in time, measured from the egress of the first DATA COLLECTION UPDATE message and shifted by each reporting period, for which predictions are provided.
Proposal 2:  RAN3 to agree on the above semantics description for the Requested Prediction Time IE.

We further note that the Requested Prediction Time IE should be present whenever the procedure is used to request a prediction, i.e., “Predicted Radio Resource Status”, “Predicted Number of Active UEs”, or “Predicted RRC connections”. Without the presence of predictions, signalling of the Requested Prediction Time IE does not make sense.
Proposal 3:  The Requested Prediction Time IE should be conditional to the presence of requested predictions.

Conclusion
In this contribution, we discussed the consequences of last meeting’s agreements, and we made the following observations and proposals:
Observation 1:  There could be a large delay between the reception of the DATA COLLECTION REQUEST message and the egress of the first DATA COLLECTION UPDATE message which contains the actual predictions.
Observation 2:  If an NG-RAN node is requested to provide the same predictions to multiple nodes, measuring the requested prediction time from the egress of the DATA COLLECTION UPDATE message allows NG-RAN node 2 to reuse these predictions with every requesting node, assuming that the reporting periodicities are the same or multiples. This considerably reduces computational load.
Proposal 1:  The requested prediction time should be measured from the egress of the DATA COLLECTION UPDATE message.
Proposal 2:  RAN3 to agree on the above semantics description for the Requested Prediction Time IE.
Proposal 3:  The Requested Prediction Time IE should be conditional to the presence of requested predictions.

A TP mirroring the above proposals is found in R3-235609.
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