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1 Introduction

Last RAN3 meeting has captured the following agreements and open issues,
RAN3 agrees on proactive Data forwarding from source gNB to target gNB.

FFS on whether to capture the behavior of the target gNB for Solution-D5 into the inter-gNB i2x path switch procedures.

FFS on E1 impact to support D5.
This contribution further discusses these open issues.
2 Discussion
Last RAN3 meeting captured two open issues, the first one is,

FFS on whether to capture the behavior of the target gNB for Solution-D5 into the inter-gNB i2x path switch procedures.

And according to the SoD of last meeting, the proposed captured behaviour is by adding a NOTE as follows,

· NOTE2: In order to support the DL lossless handover for the L2 U2N Remote UE, the target gNB can start the transmission of the buffered DL data based on the PDCP status report from the L2 U2N Remote UE

Normally in case of inter-gNB handover, the legacy mechanism is that when the UE connects to the target gNB, the UE will send the PDCP status report (due to PDCP re-establishment) to indicate the DL transmission status. And the target gNB can start the transmission of the buffered DL data based on the PDCP status report.
In our understanding, the proposed NOTE2 brings no extra information compared to the legacy mechanism, so it seems unnecessary to capture such NOTE2.
Observation 1: It seems unnecessary to capture the behaviour of the target gNB for Solution-D5, since it brings no extra information compared to the legacy mechanism.
And the other open issue is,

FFS on E1 impact to support D5.
Firstly, it should be noted that we’ve captured the following NOTE to describe the behaviour of the source gNB during i2x path switch,
NOTE: In order to support the DL lossless handover for the L2 U2N Remote UE, the source gNB may not discard the DL data even though the delivery of the data have been acknowledged by the L2 U2N Relay UE based on the gNB implementation. Then, the source gNB forwards the buffered DL data to the target gNB during the data forwarding procedure. 
We notice that the NOTE indicates that it could be up to the source gNB implementation to not discard the DL data even though the delivery of the data have been acked over Uu. So we need to investigate whether the source gNB implementation is enough to solve this issue.
Firstly, we need to investigate what DL data is buffered at the CU-UP, and when such DL data is removed. According to the current TS 38.425 [1],

The node hosting the NR PDCP entity, when receiving the DL DATA DELIVERY STATUS frame:

-
regards the desired buffer size under b) and the data rate under c) above as the amount of data to be sent from the hosting node:

…
-
is allowed to remove the buffered NR PDCP PDUs of a RLC AM bearer, according to the feedback of successfully delivered NR PDCP PDUs;
In case of RLC AM, after the highest NR PDCP PDU sequence number successfully delivered in sequence is reported to the node hosting the NR PDCP entity, the corresponding node removes the respective NR PDCP PDUs. For RLC UM, the corresponding node may remove the respective NR PDCP PDUs after transmitting to lower layers.
Based on the text quoted, the node hosting the NR PDCP is ALLOWED to remove the buffered NR PDCP PDUs of a RLC AM bearer if such PDUs have been successfully delivered via the feedback over Uu. In addition, the corresponding node will immediately remove the respective NR PDCP PDUs after it reported the successful delivery of such PDUs for RLC AM.
Observation 2: According to the current spec in TS 38.425, the node hosting the NR PDCP is allowed to remove the buffered NR PDCP PDUs of a RLC AM bearer if such PDUs have been successfully delivered via the feedback over Uu.
However, it should be noted that the current 38.425 does not consider how the buffered data is removed in case of sidelink relay. Of course, in normal operation when no i2x path switch is performed, the relay UE should always make sure that the DL data is successfully delivered over PC5 link also. But when i2x path switch occurs, the old relay UE cannot ensure the DL data is successfully delivered over PC5 link even though it has confirmed the DL data has been successfully received over Uu link.
The fact now in case of R18 SL relay is that, by considering CP-UP separation and CU-DU split architecture,
· The hosting node is the gNB-CU, and the corresponding node is the gNB-DU
· The gNB-DU sends DDDS to gNB-CU-UP on the transmission status of the DL data over Uu.

· The gNB-CU-UP decides whether to remove the buffered DL data according to the DDDS.

· The gNB-CU-CP decides when to trigger i2x path switching.
Observation 3: In case of R18 SL relay,
· The hosting node is the gNB-CU, and the corresponding node is the gNB-DU
· The gNB-DU sends DDDS to gNB-CU-UP on the transmission status of the DL data over Uu.

· The gNB-CU-UP decides whether to remove the buffered DL data according to the DDDS.

· The gNB-CU-CP decides when to trigger i2x path switching.

According to the above observation, we can find that in order to satisfy the DL lossless delivery during i2x path switch for SL relay, the current spec is not enough from the following aspects:
· The gNB-DU sends DDDS indicating the DL data is successfully delivered over Uu regardless of whether the DL data is also successfully delivered over PC5.

· The gNB-CU-UP is unable to decide when and which buffered DL data is removed when DDDS indicates that the DL data is successfully delivered over Uu.

· The gNB-CU-UP does not know when the i2x path switch procedure is initiated, so it has to always buffer a lot of unnecessary DL data, even though there’s no path switch.
Observation 4: The following consequences will occur according to the current spec,

· The gNB-DU sends DDDS indicating the DL data is successfully delivered over Uu regardless of whether the DL data is also successfully delivered over PC5.

· It is hard for the gNB-CU-UP to decide when and which buffered DL data is removed when DDDS indicates that the DL data is successfully delivered over Uu.

· The gNB-CU-UP does not know when the i2x path switch procedure is initiated, so it has to always buffer a lot of unnecessary DL data, even though there’s no path switch.

As a result, up to source gNB’s implementation, i.e. up to gNB-CU-UP’s implementation to decide when and which DL data should still be buffered is sub-optimal in order to satisfy the DL lossless delivery during i2x path switch for SL relay.
Observation 5: Based on the observation above, up to source gNB’s implementation, i.e. up to gNB-CU-UP’s implementation to decide when and which DL data should still be buffered is sub-optimal in order to satisfy the DL lossless delivery during i2x path switch for SL relay.
From the above observation, we can obtain that the most important issue is that the gNB-CU-UP is unable to know when the path switch initiates, so it has to store much more extra DL data than before during the whole period when the UE connects to the source gNB by the current spec. And the decision to initiate i2x path switch is made by the gNB-CU-CP. In order to make the solution more efficient instead of storing tons of extra DL data all the time at the source gNB-CU-UP, two potential solutions are foreseen,
Solution 1: When the gNB-CU-CP decides to perform i2x path switch, it initiates the E1AP procedure (e.g. CP initiated Bearer Context Modification procedure) to the gNB-CU-UP to indicate that the path switch is about to be performed. After the reception of such indication, the gNB-CU-UP will buffer those DL data even though it has already been successfully delivered to the source relay UE as indicated by DDDS.
Solution 2: When the gNB-CU-CP decides to perform i2x path switch, it initiates the F1AP procedure (e.g. CU initiated UE Context Modification procedure) to the gNB-DU to indicate that the path switch is about to be performed. After the reception of such indication, even though some DL data has newly been successfully delivered to the source relay UE, the gNB-DU will stop sending DDDS to the gNB-CU-UP, so that the gNB-CU-UP will buffer those DL data since the new DDDS is not received.
In our opinion, both solutions are workable, and we slightly prefer Solution 1 since it is more straight-forward.
Proposal 1: RAN3 is kindly asked to discuss the following two solutions, and makes the down-selection accordingly,
· Solution 1: When the gNB-CU-CP decides to perform i2x path switch, it initiates the E1AP procedure (e.g. CP initiated Bearer Context Modification procedure) to the gNB-CU-UP to indicate that the path switch is about to be performed. After the reception of such indication, the gNB-CU-UP will buffer those DL data even though it has already been successfully delivered to the source relay UE as indicated by DDDS.

· Solution 2: When the gNB-CU-CP decides to perform i2x path switch, it initiates the F1AP procedure (e.g. CU initiated UE Context Modification procedure) to the gNB-DU to indicate that the path switch is about to be performed. After the reception of such indication, even though some DL data has newly been successfully delivered to the source relay UE, the gNB-DU will stop sending DDDS to the gNB-CU-UP, so that the gNB-CU-UP will buffer those DL data since the new DDDS is not received.
3 Conclusion

This contribution discusses service continuity enhancements for sidelink relay, and provides the following observations and proposals,
Observation 1: It seems unnecessary to capture the behaviour of the target gNB for Solution-D5, since it brings no extra information compared to the legacy mechanism.
Observation 2: According to the current spec in TS 38.425, the node hosting the NR PDCP is allowed to remove the buffered NR PDCP PDUs of a RLC AM bearer if such PDUs have been successfully delivered via the feedback over Uu.

Observation 3: In case of R18 SL relay,

· The hosting node is the gNB-CU, and the corresponding node is the gNB-DU
· The gNB-DU sends DDDS to gNB-CU-UP on the transmission status of the DL data over Uu.

· The gNB-CU-UP decides whether to remove the buffered DL data according to the DDDS.

· The gNB-CU-CP decides when to trigger i2x path switching.

Observation 4: The following consequences will occur according to the current spec,

· The gNB-DU sends DDDS indicating the DL data is successfully delivered over Uu regardless of whether the DL data is also successfully delivered over PC5.

· The gNB-CU-UP is still unable to decide when and which buffered DL data is removed when DDDS indicates that the DL data is successfully delivered over Uu.

· The gNB-CU-UP does not know when the i2x path switch procedure is initiated, so it has to always buffer a lot of unnecessary DL data, even though there’s no path switch.

Observation 5: Based on the observation above, up to source gNB’s implementation, i.e. up to gNB-CU-UP’s implementation to decide when and which DL data should still be buffered is sub-optimal in order to satisfy the DL lossless delivery during i2x path switch for SL relay.

Proposal 1: RAN3 is kindly asked to discuss the following two solutions, and makes the down-selection accordingly,

· Solution 1: When the gNB-CU-CP decides to perform i2x path switch, it initiates the E1AP procedure (e.g. CP initiated Bearer Context Modification procedure) to the gNB-CU-UP to indicate that the path switch is about to be performed. After the reception of such indication, the gNB-CU-UP will buffer those DL data even though it has already been successfully delivered to the source relay UE as indicated by DDDS.

· Solution 2: When the gNB-CU-CP decides to perform i2x path switch, it initiates the F1AP procedure (e.g. CU initiated UE Context Modification procedure) to the gNB-DU to indicate that the path switch is about to be performed. After the reception of such indication, even though some DL data has newly been successfully delivered to the source relay UE, the gNB-DU will stop sending DDDS to the gNB-CU-UP, so that the gNB-CU-UP will buffer those DL data since the new DDDS is not received.
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