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1	Introduction
[bookmark: _Toc474247438]This contribution discusses some issues related to MRO for CPAC and fast MCG recovery based on the conclusions so far in RAN3.
2	Discussion
2.1	CPAC
2.1.1 Agreements achieved in RAN3 
At RAN3 #119, RAN3 agreed to reuse existing procedures defined in Rel.17 for the classic SCG mobility:
Reusing R17 signalling mechanism to report CPA/CPC failure/ related information over Xn from MN to source SN or last serving SN.
At the RAN3 #119 bis-e meeting, RAN3 formulated definitions of failure events related to CPAC that interest MRO. Based on these definitions, RAN3 in the #120 meeting stated discussions considering signalling solution. No agreement was achieved, and discussion proposed [1]:
To be continued:
Whether CPA/CPC candidate PSCell list can be sent from MN to the source/last serving SN?
At the RAN3 #121 meeting it was agreed:
 to include CPC candidate cell list and CPC execution condition(s) to the message from the MN to the source SN, and that
The MN performs the initial analysis when SCGFailureInformation is received from the UE e.g. whether it is CPA or CPC, if CPC whether it is MN initiated or SN initiated.
In addition, two options for identifying the node which is responsible for the CPAC execution to wrong cell were identified proposed to be discussed in detail in the next meeting.
2.1.2 MRO for CPAC
This part focuses on the option 2 from the previous meeting.
The Rel.17 solution assumes following steps:
1) MN receives the SCG failure information from the UE;
2) MN verifies with the last serving SN if there was any intra-SN PSCell change execution, which could fail;
3) If there was none, but there was recent SN-initiated SN change execution, the MN forwards the information to the source SN, in case of MN initiated SN change the MN considers it as an own issue.
In Rel.18 the CPAC was involved. Step (1) is the same in case of CPAC. Step (2) is meant to verify if there was any intra-SN PSCells change and this is relevant also in case of CPAC. One may observe that if the last SN change was CPC, there could be intra-SN classic PSCell change in the target SN. If the UE is pre-Rel.18, the MN will not be able to identify the type of intra-SN change. Nonetheless, if there was such change, and failed, the target SN will know it. 
Observation 1-1: The MN shall check with the last serving SN if there was any intra-SN PSCell change (classic or CPC) also in case of MRO for CPAC.
Regarding the Step (3), one difference, as compared to the MRO for the classic SCG mobility, is the fact that the responsibility of the CPC execution is split between the source node and the target SN, depending on the best PSCell reported from the UE. For CPC execution to wrong cell the following scenarios are possible:
a) if the suitable PSCell was not among the “allowed” targets, the problem is on the initiating node side (the list was wrong); 
b) if the suitable PSCell was among the “allowed” targets, the problem is on the target side (it selected the wrong target PSCells for the UE). 
To correctly identify the scenario, the list of PSCells proposed to be prepared (allowed targets) and those prepared shall be first checked. The target SN knows both lists and with the SCG failure information from the Step (2) that contains the best PSCell reported from the UE can verify if the best reported PSCell belongs to them.  In case of Scenario (a) the problem is on the source node while in Scenario (b) in target SN. 
Observation 1-2: The MN shall check with the last serving SN if there was any intra-SN PSCell change (classic or CPC) or wrong selection of the target PSCells from the allowed targets in one step.
In case of Scenario (a) the target SN according to TS 38.423 shall inform the MN via SCG Failure Transfer that the root cause of the SCG failure may have occurred in the other nodes. The MN shall then react as follows:
· if it was SN-initiated SN change, sends the SCG Failure Information to source SN
· if it was MN-initiated SN change, considers it as an own issue.
Observation 1-3: The existing mechanism enables correct detection of a CPC to wrong target PSCell (the target SN must be enhanced to check the best PSCell with the stored lists of allowed and prepared target PSCells).
Finally, another new aspect is CPA: in case of MRO for classic SCG mobility, the Addition has not been considered. In Rel.18, two scenarios for CPA are defined: too early CPA or CPA to wrong target PSCell. In case of too early CPA, the problem is on the MN side, thus there is no need to consult any SN – no signalling is needed.
Observation 1-4: In case of too early CPA, the problem is on the MN side and thus no signalling is needed.
In case of CPA to wrong target PSCell, the problem may be either on the side of the MN, or the last serving SN. The MN must also verify that there was no intra-SN cell change after the addition or wrong selection of the target PSCell from the allowed targets. In case of Scenario (b) the problem is in last serving SN. For Scenario (a) the problem is in MN which last serving SN may inform according to TS 38.423 via SCG Failure Transfer as in CPC case.
Observation 1-5: To identify a CPA to wrong cell, the MN must consult the reported failure with the last serving SN (also, to exclude intra-SN PSCell change or wrong selection of the target PSCells from the allowed targets). The existing signalling can be reused.
Proposals 1-1: Based on the analysis, RAN3 concludes that existing signalling can be re-used and no stage-3 changes are needed to handle the MRO for CPAC.
Concerning the stage-2, the Rel.17 description is provided in the TS 37.340 as follows:
MN performs initial analysis to identify the node that caused the failure. The MN may use the SCG Failure Information Report procedure to verify whether intra-SN PSCell change has been triggered in the last serving SN and stores the SCG Failure Information for the time needed to receive possible response from the last serving SN. If the failure is caused by a source SN, the MN forwards then the SCG Failure Information to the source SN. The node responsible for the last PSCell change (the source SN, the last serving SN or the MN) performs the final root cause analysis.
where part in the bold may not fully reflect the situation for CPAC as in addition “wrong selection of the target PSCell from the allowed targets” shall be checked by last serving cell as indicated in Observation 1-2 and 1-5.
Observation 1-6: The existing stage-2 description of the overall mechanism may need an enhancement to cover also handling of CPAC scenarios, including CPA. 
Proposal 1-2: Stage-2 description in the Rel.18 in the TS 37.340 is proposed to be enhanced for MRO scenarios for CPAC as follows:
MN performs initial analysis to identify the node that caused the failure. The MN may use the SCG Failure Information Report procedure to verify whether intra-SN PSCell change has been triggered in the last serving SN or improper PSCells were prepared from the list of allowed PSCells in case of CPAC and stores the SCG Failure Information for the time needed to receive possible response from the last serving SN. If the failure is caused by a source SN, the MN forwards then the SCG Failure Information to the source SN. The node responsible for the last PSCell change (the source SN, the last serving SN or the MN) performs the final root cause analysis.
2.2	Fast MCG recovery
2.2.1 Agreements achieved in RAN3 
At the RAN3 #119 bis-e meeting MRO for various features was discussed, including MRO for the fast MCG recovery and MRO for CPAC.
In case of MRO for the fast MCG recovery, RAN3 reformulated definitions for some of the events related to the fast MCG recovery that MRO is supposed to address. These events are:
(a) SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running).
(b) The signalling delay is longer than the time the UE waits for the response (T316 expired).
(f1) The SCG fails or is deactivated yet before the UE sends the MCGFailureInformation.
So far, detection of these issues is supposed to be based on reporting from the UE, as requested in [1]. In this paper, we consider if such detection is possible also for pre-Rel.18 UEs.
In case of MRO for CPAC, RAN3 formulated definitions of failure events related to CPAC that interest MRO. Based on these definitions, RAN3 may start considering signalling solution.
At the RAN3 #120 meeting this part was skipped from the discussion and for the next RAN3 meeting it was proposed:
To be continued:
Whether the MRO for fast MCG recovery needs to support pre-R18 UEs?
2.1.2 MRO for the fast MCG recovery
Let us consider the cases (a) and (b): if there was no data transmission when MCG failed, the MN may not be aware of the RLF until it receives the MCGFailureInformation from the SN. When it received the information, it prepares MCG reconfiguration and sends it to the UE. If the UE does not reconnect after T316 expires, the MN may assume it is lost (and sends Release towards the SN) – but technically, it does not know if the SCG failed yet before the MCG reconfiguration was delivered (case a), or the SN was overloaded and thus processing delay cause the reconfiguration be delayed beyond T316.
Observation 2-1: Without the Rel.18 information from the UE, the MN can’t identify scenario (a) from scenario (b).
Scenario f1 can likely be recognised though: if the MN configured fast MCG recovery to the UE, it did not receive SCG deactivation information from the SN but receives the RRC Reestablishment from the UE (or the RLF INFORATION from one of its neighbours) without receiving the MCGFailureInformation, then the MN may assume SCG failed yet before the UE was able to send the MCGFailureInformation to the SN.
Observation 2-2: Case f1 can likely be detected and identified in the MN for pre-Rel.18 UEs.
Let us then focus on (a) and (b). The key difference between cases (a) and (b) is the fact that in case (a), the SN will likely be able to make full attempt to send the MCG reconfiguration to the UE before T316 expires, but without any response from the UE, while in case (b), it will not be able to start sending it before T316 expires or will not complete all the retransmissions before T316 expires.
The information that the SN completed full attempt of delivering MCG reconfiguration to the UE when T316 was still running, or could not do so, is only available in the SN – if the SN knows the configured T316. It can then inform the MN that the timer run out after full set of retransmission without success (i.e. SCG likely failed while T316 was running – case (a)), or that the timer expired before it had time to start sending the MCG reconfiguration to the UE, or before all the retransmissions were done (i.e. the timer was too short for the delay in overall signalling – case (b)).
Proposal 2-1: In order to enable identification of cases (a) and (b) for UEs that do not support Rel.18 reporting, the SN should be informed about the T316 value configured in the UE, and then enabled to report the result of the reconfiguration attempt back to the MN.
3	Conclusions
In this paper, we have addressed two areas area where MRO is considered in Rel.18. In case of MRO for CPAC in Rel.18 we conclude that:
Observation 1-1: The MN shall check with the last serving SN if there was any intra-SN PSCell change (classic or CPC) also in case of MRO for CPAC.
Observation 1-2: The MN shall check with the last serving SN if there was any intra-SN PSCell change (classic or CPC) or wrong selection of the target PSCell from the allowed targets in one step.
Observation 1-3: The existing mechanism enables correct detection of a CPC to wrong target PSCell (the target SN must be enhanced to check the best PSCell with the stored lists of all and prepared target PSCells).
Observation 1-4: In case of too early CPA, the problem is on the MN side and thus no signalling is needed.
Observation 1-5: To identify a CPA to wrong cell, the MN must consult the reported failure with the last serving SN (also, to exclude intra-SN PSCell change or wrong selection of the target PSCell from the allowed targets). The existing signalling can be reused.
Proposals 1-1: Based on the analysis, RAN3 concludes that existing signalling can be re-used and no stage-3 changes are needed to handle the MRO for CPAC.
Observation 1-6: The existing stage-2 description of the overall mechanism may need an enhancement to cover also handling of CPAC scenarios, including CPA.  
Proposal 1-2: Stage-2 description in the Rel.18 in the TS 37.340 is proposed to be enhanced for MRO scenarios for CPAC as follows:
MN performs initial analysis to identify the node that caused the failure. The MN may use the SCG Failure Information Report procedure to verify whether intra-SN PSCell change has been triggered in the last serving SN or improper PSCells were prepared from the list of allowed PSCells in case of CPAC and stores the SCG Failure Information for the time needed to receive possible response from the last serving SN. If the failure is caused by a source SN, the MN forwards then the SCG Failure Information to the source SN. The node responsible for the last PSCell change (the source SN, the last serving SN or the MN) performs the final root cause analysis.
In case of MRO for the fast MCG recovery, we conclude what follows:
Observation 2-1: Without the Rel.18 information from the UE, the MN can’t identify scenario (a) from scenario (b).
Observation 2-2: Case f1 can likely be detected and identified in the MN for pre-Rel.18 UEs.
Proposal 2-1: In order to enable identification of cases (a) and (b) for UEs that do not support Rel.18 reporting, the SN should be informed about the T316 value configured in the UE, and then enabled to report the result of the reconfiguration attempt back to the MN.
A TP implementing the above solution for the MRO for the fast MCG recovery is proposed in the Annex below.
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Annex 1 – Text proposal for TS 38.423
The text proposal below concerns changes to enable MRO for the fast MCG recovery.
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This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation of resources for dual connectivity operation for a specific UE.
Direction: M-NG-RAN node ® S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	UE Security Capabilities
	M
	
	9.2.3.49
	
	YES
	reject

	S-NG-RAN node Security Key
	M
	
	9.2.3.51
	
	YES
	reject

	S-NG-RAN node UE Aggregate Maximum Bit Rate
	M
	
	UE Aggregate Maximum Bit Rate
9.2.3.17
	The UE Aggregate Maximum Bit Rate is split into M-NG-RAN node UE Aggregate Maximum Bit Rate and S-NG-RAN node UE Aggregate Maximum Bit Rate which are enforced by M-NG-RAN node and S-NG-RAN node respectively.
	YES
	reject

	Selected PLMN
	O
	
	PLMN Identity
9.2.2.4
	The selected PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Mobility Restriction List
	O
	
	9.2.3.53
	
	YES
	ignore

	Index to RAT/Frequency Selection Priority
	O
	
	9.2.3.23
	
	YES
	reject

	PDU Session Resources To Be Added List
	
	1
	
	
	YES
	reject

	>PDU Session Resources To Be Added Item
	
	1 .. <maxnoofPDUSessions>
	
	NOTE: If neither the 
PDU Session Resource Setup Info – SN terminated IE 
nor the
PDU Session Resource Setup Info – MN terminated IE
is present in a PDU Session Resources To Be Added Item IE, abnormal conditions as specified in clause 8.3.1.4 apply.
	–
	

	>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>S-NSSAI
	M
	
	9.2.3.21
	
	–
	

	>>S-NG-RAN node PDU Session Aggregate Maximum Bit Rate
	O
	
	PDU Session Aggregate Maximum Bit Rate
9.2.3.69
	
	–
	

	>>PDU Session Resource Setup Info – SN terminated
	O
	
	9.2.1.5
	
	–
	

	>>PDU Session Resource Setup Info – MN terminated
	O
	
	9.2.1.7
	
	–
	

	M-NG-RAN node to S-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the CG-ConfigInfo message as defined in subclause 11.2.2 of TS 38.331 [10]
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Expected UE Behaviour
	O
	
	9.2.3.81
	
	YES
	ignore

	Requested Split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for Split SRBs are requested.
	YES
	reject

	PCell ID
	O
	
	Global NG-RAN Cell Identity
9.2.2.27
	
	YES
	reject

	Desired Activity Notification Level
	O
	
	9.2.3.77
	
	YES
	ignore

	Available DRB IDs
	C-ifSNterminated
	
	DRB List
9.2.1.29
	Indicates the list of DRB IDs that the S-NG-RAN node may use for SN-terminated bearers.
	YES
	reject

	S-NG-RAN node Maximum Integrity Protected Data Rate Uplink
	O
	
	Bit Rate
9.2.3.4
	The S-NG-RAN node Maximum Integrity Protected Data Rate Uplink is a portion of the UE’s Maximum Integrity Protected Data Rate in the Uplink, which is enforced by the S-NG-RAN node for the UE’s SN terminated PDU sessions. If the S-NG-RAN node Maximum Integrity Protected Data Rate Downlink IE is not present, this IE applies to both UL and DL.
	YES
	reject

	S-NG-RAN node Maximum Integrity Protected Data Rate Downlink
	O
	
	Bit Rate
9.2.3.4
	The S-NG-RAN node Maximum Integrity Protected Data Rate Downlink is a portion of the UE’s Maximum Integrity Protected Data Rate in the Downlink, which is enforced by the S-NG-RAN node for the UE’s SN terminated PDU sessions.
	YES
	reject

	Location Information at S-NODE reporting
	O
	
	ENUMERATED (pscell, ...)
	Indicates that the user’s Location Information at S-NODE is to be provided.
	YES
	ignore

	MR-DC Resource Coordination Information
	O
	
	9.2.2.33
	Information used to coordinate resource utilisation between M-NG-RAN node and S-NG-RAN node. 
	YES
	ignore

	Masked IMEISV
	O
	
	9.2.3.32
	
	YES
	ignore

	NE-DC TDM Pattern
	O
	
	9.2.2.38
	
	YES
	ignore

	SN Addition Trigger Indication
	O
	
	ENUMERATED (SN change, inter-MN HO, intra-MN HO, ...)
	This IE indicates the trigger for S-NG-RAN node Addition Preparation procedure
	YES
	reject

	Trace Activation
	O
	
	9.2.3.55
	
	YES
	ignore

	Requested Fast MCG recovery via SRB3
	O
	
	ENUMERATED (true, ..., true-with-timer)
	Indicates that the resources for fast MCG recovery via SRB3 are requested.
	YES
	ignore

	UE Radio Capability ID
	O
	
	9.2.3.138
	
	YES
	reject

	Source NG-RAN Node ID
	O
	
	Global NG-RAN Node ID
9.2.2.3
	The NG-RAN Node ID of the source NG-RAN node or the source SN.
	YES
	ignore

	Management Based MDT PLMN List
	O
	
	MDT PLMN List
9.2.3.133
	
	YES
	ignore

	UE History Information
	O
	
	9.2.3.64
	
	YES
	ignore

	UE History Information from the UE
	O
	
	9.2.3.110
	
	YES
	ignore

	PSCell Change History
	O
	
	ENUMERATED (reporting full history, ...)
	
	YES
	ignore

	IAB Node Indication
	O
	
	ENUMERATED (true, ...)
	
	YES
	reject

	No PDU Session Indication 
	O
	
	ENUMERATED (true, ...)
	This IE applies only if the UE is an IAB-MT.
	YES
	ignore

	CHO Information SN Addition
	O
	
	
	
	YES
	reject

	>Source M-NG-RAN node ID
	M
	
	Global NG-RAN Node ID
9.2.2.3
	
	–
	

	>Source M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the source M-NG-RAN node
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	
	–
	

	SCG Activation Request
	O
	
	9.2.3.154
	
	YES
	ignore

	Conditional PSCell Addition Information Request
	O
	
	
	
	YES
	reject

	>Maximum Number of PSCells To Prepare
	M
	
	INTEGER (1..8, ...)

	Indicates the maximum number of PSCells that the target SN may prepare.
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	Indicates the arrival probability for the UE towards the candidate target SN.
	–
	

	S-NG-RAN node UE Slice Maximum Bit Rate
	O
	
	UE Slice Maximum Bit Rate List
9.2.3.167
	This IE indicates the S-NG-RAN node portion of the UE Slice Aggregate Maximum Bit Rate as specified in TS 23.501 [7]
	YES
	reject

	F1-terminating IAB-donor Indicator
	O
	
	ENUMERATED (true, ...)
	This IE applies only if the UE is an IAB-MT.
	YES
	reject

	Configured T316 value
	C-ifFastMCGrecovery
	
	FFS
	
	YES
	ignore



	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256



	Condition
	Explanation

	ifSNterminated
	This IE shall be present if there is at least one PDU Session Resource Setup Info – SN terminated in the PDU Session Resources To Be Added List IE.

	ifFastMCGrecovery
	This IE shall be present if the Requested Fast MCG recovery via SRB3 IE is present and set to "true-with-timer".



	Next change – omitted text not changed
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This message is sent by the M-NG-RAN node to the S-NG-RAN node to either request the preparation to modify S-NG-RAN node resources for a specific UE, or to query for the current SCG configuration, or to provide the S-RLF-related information to the S-NG-RAN node.
Direction: M-NG-RAN node ® S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID 9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	ignore

	PDCP Change Indication
	O
	
	9.2.3.74
	
	YES
	ignore

	Selected PLMN
	O
	
	PLMN Identity
9.2.2.4
	The selected PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Mobility Restriction List
	O
	
	9.2.3.53
	
	YES
	ignore

	SCG Configuration Query
	O
	
	9.2.3.27
	
	YES
	ignore

	UE Context Information
	
	0..1
	
	
	YES
	reject

	>UE Security Capabilities
	O
	
	9.2.3.49
	
	–
	

	>S-NG-RAN node Security Key
	O
	
	9.2.3.51
	
	–
	

	>S-NG-RAN node UE Aggregate Maximum Bit Rate
	O
	
	UE Aggregate Maximum Bit Rate
9.2.3.17
	
	–
	

	>Index to RAT/Frequency Selection Priority
	O
	
	9.2.3.23
	
	–
	

	>Lower Layer presence status change
	O
	
	9.2.3.60
	
	–
	

	>PDU Session Resources To Be Added List
	
	0..1
	
	
	–
	

	>>PDU Session Resources To Be Added Item
	
	1 .. <maxnoofPDUSessions>
	
	NOTE: If neither the 
PDU Session Resource Setup Info – SN terminated IE 
nor the
PDU Session Resource Setup Info – MN terminated IE
is present in a PDU Session Resources To Be Added Item IE, abnormal conditions as specified in clause 8.3.3.4 apply.
	–
	

	>>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>>S-NSSAI
	M
	
	9.2.3.21
	
	–
	

	>>>S-NG-RAN node PDU Session Aggregate Maximum Bit Rate
	O
	
	PDU Session Aggregate Maximum Bit Rate
9.2.3.69
	
	–
	

	>>>PDU Session Resource Setup Info – SN terminated
	O
	
	9.2.1.5
	
	–
	

	>>>PDU Session Resource Setup Info – MN terminated
	O
	
	9.2.1.7
	
	–
	

	>>>PDU Session Expected UE Activity Behaviour
	O
	
	Expected UE Activity Behaviour
9.2.3.82
	Expected UE Activity Behaviour for the PDU Session.
	YES
	ignore

	>PDU Session Resources To Be Modified List
	
	0..1
	
	
	–
	

	>>PDU Session Resources To Be Modified Item
	
	1 .. <maxnoofPDUSessions>
	
	NOTE: If neither the 
PDU Session Resource Modification Info – SN terminated IE 
nor the
PDU Session Resource Modification Info – MN terminated IE
is present in a PDU Session Resources To Be Modified Item IE, abnormal conditions as specified in clause 8.3.3.4 apply.
	–
	

	>>>PDU Session ID
	M
	
	9.2.3.18
	
	–
	

	>>>S-NG-RAN node PDU Session Aggregate Maximum Bit Rate
	O
	
	PDU Session Aggregate Maximum Bit Rate
9.2.3.69
	
	–
	

	>>>PDU Session Resource Modification Info – SN terminated
	O
	
	9.2.1.9
	
	–
	

	>>>PDU Session Resource Modification Info – MN terminated
	O
	
	9.2.1.11
	
	–
	

	>>>S-NSSAI
	O
	
	9.2.3.21
	
	YES
	reject

	>>>PDU Session Expected UE Activity Behaviour
	O
	
	Expected UE Activity Behaviour
9.2.3.82
	Expected UE Activity Behaviour for the PDU Session.
	YES
	ignore

	>PDU Session Resources To Be Released List
	O
	
	PDU session List with Cause
9.2.1.26
	
	–
	

	M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the CG-ConfigInfo message as defined in subclause 11.2.2. of TS 38.331 [10].
	YES
	ignore

	Requested Split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for Split SRBs are requested.
	YES
	ignore

	Requested Split SRBs release
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for Split SRBs are requested to be released.
	YES
	ignore

	Desired Activity Notification Level
	O
	
	9.2.3.77
	
	YES
	ignore

	Additional DRB IDs
	O
	
	DRB List
9.2.1.29
	Indicates additional list of DRB IDs that the S-NG-RAN node may use for SN-terminated bearers.
	YES
	reject

	S-NG-RAN node Maximum Integrity Protected Data Rate Uplink
	O
	
	Bit Rate
9.2.3.4
	The S-NG-RAN node Maximum Integrity Protected Data Rate Uplink is a portion of the UE’s Maximum Integrity Protected Data Rate in the Uplink, which is enforced by the S-NG-RAN node for the UE’s SN terminated PDU sessions. If the S-NG-RAN node Maximum Integrity Protected Data Rate Downlink IE is not present, this IE applies to both UL and DL.
	YES
	reject

	S-NG-RAN node Maximum Integrity Protected Data Rate Downlink
	O
	
	Bit Rate
9.2.3.4
	The S-NG-RAN node Maximum Integrity Protected Data Rate Downlink is a portion of the UE’s Maximum Integrity Protected Data Rate in the Downlink, which is enforced by the S-NG-RAN node for the UE’s SN terminated PDU sessions.
	YES
	reject

	Location Information at S-NODE reporting
	O
	
	ENUMERATED (pscell, ...)
	Indicates that the user’s Location Information at S-NODE is to be provided.
	YES
	ignore

	MR-DC Resource Coordination Information
	O
	
	9.2.2.33
	Information used to coordinate resource utilisation between M-NG-RAN node and S-NG-RAN node. 
	YES
	ignore

	PCell ID
	O
	
	Global NG-RAN Cell Identity
9.2.2.27
	
	YES
	reject

	NE-DC TDM Pattern
	O
	
	9.2.2.38
	
	YES
	ignore

	Requested Fast MCG recovery via SRB3
	O
	
	ENUMERATED (true, ..., true-with-timer)
	Indicates that the resources for fast MCG recovery via SRB3 are requested.
	YES
	ignore

	Requested Fast MCG recovery via SRB3 Release
	O
	
	ENUMERATED (true, ...)
	Indicates that resources for fast MCG recovery via SRB3 are requested to be released.
	YES
	ignore

	SN triggered
	O
	
	ENUMERATED (TRUE ...)
	
	YES
	ignore

	Target Node ID
	O
	
	Global NG-RAN Node ID
9.2.2.3
	Indicates the target node ID of the handover procedure decided by the M-NG-RAN node.
	YES
	ignore

	PSCell History Information Retrieve
	O
	
	ENUMERATED (query, ...)
	Indicates that the SN UE history information is requested.
	YES
	ignore

	UE History Information from the UE
	O
	
	9.2.3.110
	
	YES
	ignore

	CHO Information SN Modification
	O
	
	
	
	YES
	ignore

	>Conditional Reconfiguration
	M
	
	ENUMERATED (intra-MN-CHO, ...)
	
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	
	–
	

	SCG Activation Request
	O
	
	9.2.3.154
	
	YES
	ignore

	Conditional PSCell Addition Information Modification Request
	O
	
	
	This IE may be sent to the target SN.
	YES
	ignore

	>Maximum Number of PSCells To Prepare
	O
	
	INTEGER (1..8, ...)

	Indicates the maximum number of PSCells that the target SN may prepare.
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	Indicates the arrival probability for the UE towards the candidate target SN.
	
	

	Conditional PSCell Change Information Update
	O
	
	
	This IE may be sent to the source SN.
	YES
	ignore

	>Multiple Target S-NG-RAN Node List
	
	1
	
	
	–
	

	>>Multiple Target S-NG-RAN Node Item
	
	1 .. <maxnoofTargetSNs>
	
	
	–
	

	>>>Target S-NG-RAN node ID
	M
	
	Global NG-RAN Node ID
9.2.2.3
	
	–
	

	>>>Candidate PSCell List
	
	1
	
	
	–
	

	>>>>Candidate PSCell Item
	
	1 .. <maxnoofPSCellCandidate>
	
	
	–
	

	>>>>>PSCell ID
	M
	
	NR CGI 9.2.2.7
	
	–
	

	S-NG-RAN node UE Slice Maximum Bit Rate
	O
	
	UE Slice Maximum Bit Rate List
9.2.3.167
	This IE indicates the S-NG-RAN node portion of the UE Slice Aggregate Maximum Bit Rate as specified in TS 23.501 [7]
	YES
	ignore

	Management Based MDT PLMN Modification List
	O
	
	MDT PLMN Modification List
9.2.3.169
	
	YES
	ignore

	Configured T316 value
	C-ifFastMCGrecovery
	
	FFS
	
	YES
	ignore



	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofPSCellCandidate
	Maximum no. of PSCell candidates. Value is 8

	maxnoofTargetSNs
	Maximum no. of the target S-NG-RAN nodes. Value is 8



	Condition
	Explanation

	ifFastMCGrecovery
	This IE shall be present if the Requested Fast MCG recovery via SRB3 IE is present and set to "true-with-timer".



	Remaining text not changed



