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Introduction

In previous RAN3 meeting, the following agreements and left issues have been generated:

AR/MR will be supported as new service type and take R17 legacy QoE mechanism as baseline, pending on SA4’s further progress in R18.

Configuration container need not to be provided to the new gNB for MBS broadcast service.

RRC level ID (measConfigAppLayerID) for MBS broadcast service should be available in the new gNB.

For MBS QoE, an M-based QoE configuration shall not overwrite the S-based QoE configuration stored at the UE by the new gNB.

QoE measurement type (s-based or m-based measurement) for MBS broadcast service should be available in the gNB serving the UE after the transition from RRC_IDLE to RRC_CONNECTED.

RAN3 first focus on supporting the following scenario QMC:

QoE measurement collection and reporting when the UE is in HSDN cells 

For confining the QoE measurements to HSDN cells, RAN3 to choose between the HSDN-wide indication, existing area scope and other possible enhancements if needed.

For supporting QMC in high mobility scenarios, RAN3 to determine the meaning of “high mobility”.
To be continue:

FFS if we support only other services running over MBS bearer, or MBS can be treated as a new service type alone.

FFS whether to support some selection policies to better report/discard reports in case of limited storage space
The intention of this contribution is to further discuss how to support MBS QoE based on the issues left in previous meeting.
Discussion
In this tdoc, we will further explain our view on different remaining issues based on treat MBS as a new service type.

Data tunnel vs service type

In previous meeting, companies exchanged their views on how to handle the MBS in QoE field. More specifically, there are two alternatives to deploy MBS QoE:

Introduce proper codepoint(or codepoints) in the current service type IE for MBS QoE. The available MBS QoE metrics can be both new defined MBS specific QoE metrics and QoE metrics for existing service types(e.g. DASH, VR, etc). Some specific MBS info may be added into the MBS QoE configuration(e.g. MBS session ID).

MBS is a data tunnel. Instead of new codepoint, MBS delivery mode IE will be introduced in legacy QoE configuration procedure. If the QoE is for service type DASH or VR, then as explained by companies above, a “MBS delivery Mode IE” with the codepoints will be configured to UE(s). QoE will be performed if the data tunnel is indicated in the “MBS delivery Mode”. 

Observation 1: Two alternatives on how to treat MBS in NR QoE are on the table:

Introduce proper codepoint(or codepoints) in the current service type IE for MBS QoE. The 
MBS is a data tunnel. Instead of new codepoint, MBS delivery mode IE will be introduced in legacy QoE configuration procedure.
Ass we explained previously, We dont think RAN3 can help other WGs(e.g. SA4, RAN2, etc)make such certain decision that MBS shall be introduced as a kind of service type instead of communication service.  
We dont think it is RAN3 scope to define whether MBS belongs to a communication service or a service type. That’s also our initial reason why we prefer to send LS to SA4 for further confirmation on this judgement. Though currently there is no specific QoE metric for MBS and MBS is not similar to other defined QoE service types like DASH or MTSI, as far as we know, RAN3 has been confirmed from other WGs that MBS is a kind of service type. So the discussion for MBS QoE shall at least be limited as MBS is a service type. 

As we always explained since the first R18 meeting, both the highway and the food in the truck are service types. The previous QoE only treats to the food in the truck. But it does not mean that the enhanced QoE can not reflect the user experience of the highway.

Proposal 1: MBS shall be introduced as a new service type in Rel-18 NR QoE.

There is another benefit for us to prefer MBS shall be treated as new service type in NR QoE. As explained above, SA4 is discussing how to introduce MBS specific QoE metric. If RAN3 finally treat MBS as a indicator and add this IE into existing NR QoE procedures, when SA4 completes the MBS specific QoE metrics introducing, RAN3 has to re-check how to support the MBS as a new service type and re-discuss the QoE related procedures for service type MBS. What’s worse, at that time, there will be two MBS aspects in NR QoE field which may cause unmeaningful complexity and procedure redundance.

Observation 2: Treat MBS as a new service type in Rel-18 is good for simplicity of NR QoE mechanism and better future proof.

In addition, as explained by SA4 LS(R3-230044), a common set of MBS QoE metrics will be applied for both multicast and broadcast QoE. RAN3 does not need to distinguish the MC or BC in the discussion of MBS QoE metrics. But based on Rel-17 NR MBS mechanism, only BC can be performed when UE is in non-connected states(e.g. RRC_IDLE and RRC_INACTIVE). Hence, it is necessary for RAN3 to distinguish MBS QoE configuration for which MBS QoE can be performed in non-connected states and which MBS QoE configuration shall be kept when UE is in RRC_IDLE. Companies in RAN3 may consider to use different sub service types(e.g. “broadcast”or “multicast”) or “MBS ” service type with a flag for a MBS QoE to mark which MBS QoE can be performed in non-connected states.

Observation 3: Based on Rel-17 MBS mechanism:

UE can only use multicast service when UE keeps in RRC_CONNECTED. 

Using broadcast service at UE side is regardless of UE’s RRC state.

Proposal 2: RAN3 may discuss whether to use different sub service type(e.g. BC or MC) or one service type with an indicator to mark the MBS QoE measurement which can be performed in non-connected states.

Selection policy for report/discard reports in case of limited storage space

Based on the SA5 LS(R3-231120), companies in RAN3 prefer to further check the selection policy of the buffered QoE data in case of limited storage. Currently，RAN2 has discussed to use AS layer handle the QoE buffer for non-connected states. And companies in RAN2 admitted that the current buffer size of 64 kBytes is unlikely to be sufficient for IDLE/INACTIVE state QoE. That's the reason why RAN2 sent LS to SA5 and asked whether selection policy exists for reporting/discarding QoE data due to limited storage space.
Observation 4: Companies in RAN2 are discussing how to treat the QoE reports based on the limited size buffer when UE is in non-connected states.

Compared with the RRC_CONNECTED UE, there is less limitation on mobility for UE in either RRC_INACTIVE or RRC_IDLE state. Thus, it is possible that UE may collect more relative no valuable enough QoE data when UE in non-connected states. Considering that not all measurement reports are useful for the core network, we think that pre-filtering can be carried out when the measurement report is uploaded. Therefore, when the AS layer buffer starts caching, the application layer determines whether the measurement report needs to be transferred to the AS layer based on the service priority or some metrics of the QoE report. In other words, only measurement reports that meet certain conditions are uploaded to the core network. It can not only improve the efficiency of transmitting measurement reports, but also reduce the use of wireless resources and the buffer size.

Proposal 3: Selection policy shall be handled by APP layer.RAN3 may further discuss this aspect based on RAN2 progress.
3. Conclusion

In this contribution , proposals and observations are:

Observation 1: Two alternatives on how to treat MBS in NR QoE are on the table:

Introduce proper codepoint(or codepoints) in the current service type IE for MBS QoE. The 
MBS is a data tunnel. Instead of new codepoint, MBS delivery mode IE will be introduced in legacy QoE configuration procedure.
Proposal 1: MBS shall be introduced as a new service type in Rel-18 NR QoE.

Observation 2: Treat MBS as a new service type in Rel-18 is good for simplicity of NR QoE mechanism and better future proof.

Observation 3: Based on Rel-17 MBS mechanism:

UE can only use multicast service when UE keeps in RRC_CONNECTED. 

Using broadcast service at UE side is regardless of UE’s RRC state.

Proposal 2: RAN3 may discuss whether to use different sub service type(e.g. BC or MC) or one service type with an indicator to mark the MBS QoE measurement which can be performed in non-connected states.

Observation 4: Companies in RAN2 are discussing how to treat the QoE reports based on the limited size buffer when UE is in non-connected states.

Proposal 3: Selection policy shall be handled by APP layer.RAN3 may further discuss this aspect based on RAN2 progress.

