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1 	Introduction
[bookmark: _Hlk127393695][bookmark: _Hlk85061506]In RAN3 #119bis-e we made the following agreements:
The requested prediction time is configured in the AI/ML INFORMATION REQUEST for one-time reporting. 
Requested prediction time: time in the future for which the prediction information is requested in the AI/ML INFORMATION REQUEST. 
FFS whether the Requested Prediction time consists of a time interval.
For periodic reporting, the requested prediction time is explicitly signalled. The details need to be further discussed.
In the last meeting there was no consensus on the topics of validity time and accuracy of a prediction. In this contribution we try to address those topics.
2	Requested Prediction Time
One open issue from the last meeting is related to providing details on the requested prediction time in case of periodic reporting. One of the agreements was that it is explicitly signalled, but the details on how this is signalled need to be further discussed. In our view, the requested prediction time can be indicated in a unified way for both one-shot and periodic reporting. In one-shot reporting, the requested prediction time can be configured in the AI/ML INFORMATION REQUEST (FFS on the name) message to tell the node providing the prediction in which point in time the prediction needs to be taken. In periodic reporting, we think that similarly the requesting node can request a prediction for a requested prediction time, t. The receiving node can compute all subsequent predictions by shifting each prediction time by the period, i.e., t +T, t+ 2T, etc. This is illustrated in an example in Figure 1. In the example gNB1 at time t1 sends a request for a prediction to gNB2 with requested prediction time t > t1 (using AI/ML INFORMATION REQUEST (FFS on the name)). gNB2 calculates the prediction and reports it to gNB1 at time t2 (using AI/ML INFORMATION UPDATE (FFS on the name)). The prediction corresponds to a requested prediction time t in the future. gNB2 continues to report periodically to gNB1 with period T, predictions at requested prediction time t + nT, n=1,2…. At time t3, gNB2 sends a prediction corresponding to prediction time t+T. Even though gNB2 could execute Model Inference to provide a prediction at any point in time prior to the reporting time t3 it could be preferable to execute Model Inference just before the reporting time t3 since the closer one gets to the prediction time the more the uncertainty decreases and thus better prediction accuracy could be achieved in this way. Nevertheless, this aspect is up to gNB2 implementation.  


[bookmark: _Ref134539095]Figure 1 Example of Requested Prediction Time for periodic reporting.
Furthermore, we think that it is important to include an initial requested prediction time in the first message both for one-shot and periodic reporting. Since it is not necessary that a node (e.g., gNB2) will process the prediction request message immediately after it receives it, it is necessary to include explicitly the requested prediction time both in one-shot and periodic reporting to avoid ambiguity with respect to the exact time of the requested prediction. 
Proposal 1: For periodic reporting, the requested prediction time is explicitly signalled in AI/ML INFORMATION REQUEST message. Subsequent predictions are provided at prediction times which are obtained by the initial requested prediction time, shifted by the period. 
In the last meeting we had discussions whether the requested prediction time may also be a requested time interval. Introducing a requested time interval may have two interpretations:
1. Prediction is valid during the requested time interval: This is, for example, the case of weather forecasting where the weather is not provided at a particular time instant but in intervals of 1 hour. Under this interpretation prediction time interval coincides with a validity time of a prediction. 
2. The prediction of the Random Variable is a time average of values in the requested time interval: This is, for example, the case where an average value of the random variable is requested, e.g., a predicted average load within a time window.
We think that interpretation 2 is not so useful for our use cases, since the non-averaged measurements are provided to a neighbouring node through periodic reporting. By requesting e.g., load predictions with very low periodicity values from a neighbouring node, the requesting node may approximate a predicted average load at the neighbour.  
Interpretation 1 coincides with the validity time of a prediction, which is useful information in order to determine the time interval during which a prediction is valid. 
Observation 1: Requested time interval for a prediction has equivalent interpretation of prediction validity time.
3	Validity Time
Validity time is a model related parameter which is not expected to change during the time a model is in use. It is defined as a period of time during which a prediction is valid. 
Proposal 2: Define validity time as a time duration during which a prediction is valid.
It is important for a node requesting AI/ML predictions from a neighbour to receive predictions that have sufficient validity, for the needs of the requesting node. Especially if predictions are used as subsequent inputs to other ML models and may possibly be combined with predictions from other nodes the validity time of those predictions needs to overlap. 
However, from the requesting node point of view it is not important to know the exact validity time of a prediction as long as it is at least as much as a validity time it needs. Besides, during the AI/ML Reporting, a node (based on its own implementation) may utilize more than one AI/ML Models to provide predictions. For example, this can happen because a node may have different models in use for different times in the day or load input scenarios. Such issues may affect the validity time of a prediction. A node providing predictions to a neighbour should be allowed to switch transparently between different models providing a certain output based on its own implementation without the need to inform its neighbours about it, as long as this doesn’t affect the needed validity in the prediction request. For example if a node requests from its neighbour a prediction that is valid for 5 minutes, the neighbour may provide a prediction that is valid for 5 minutes or for 7 minutes if it has such prediction available, since both meet the request.  
In the last meeting, we had a discussion whether the validity time of a prediction should be equivalent to the reporting period. We think that we should not correlate model validity time, which is a ML model related parameter, with the reporting period of a prediction, which is related to the reporting procedure. The two could coincide under some special cases but it should not be a requirement. A prediction that is valid over a longer period of time will have an accuracy that is no better than that of a prediction that is valid over a shorter period of time. Therefore, by forcing the reporting time to be equal to the validity time we limit the quality of the reported prediction, by possibly decreasing its accuracy when reporting period is long. Decreasing the reporting period (for the sake of accuracy) would create unnecessary reporting between nodes.
Observation 2: Requiring that model validity time, which is a ML model related parameter, to equal the reporting period of a prediction, which is related to the reporting procedure, limits the quality/accuracy of the reported prediction.
Proposal 3: The requested validity time is configured in the AI/ML Information Request (FFS for the name) both for one-time and periodic reporting.
4	Accuracy
The accuracy of the requested prediction is also an important factor in the usability of the received prediction. A node may only be interested in predictions that meet a certain accuracy requirement since otherwise using information of lower accuracy will negatively impact its performance. Furthermore, utilizing predictions of low accuracy as an input to a ML Model will lead to further low accuracy since the quality of input data influences the model output.
One possible option to determine whether a prediction is accurate is to compare the prediction with the corresponding (actual) measured values. However, this comparison can only happen later in time, meaning that a node needs to use a prediction for a while without knowing its accuracy. If for example predicted load information after 1 hour is requested and it happens to be inaccurate, the receiving node of this prediction may use inaccurate information for 1 hour before it determines through a comparison with the ground truth that it was inaccurate in reality. Learning the accuracy of a neighbour through comparisons with ground truth information may take several rounds of comparisons before a node can really determine how accurate information a neighbour is providing.  
Observation 3: Determining accuracy of a prediction through comparisons with the ground truth means that a NG-RAN node has to use a prediction for a possibly long period of time without having any information on the prediction quality. 
Furthermore, a node may update or use a new model for a certain prediction. Currently, it is completely transparent to a node whether a new model is deployed or updated at a neighbour. Therefore, it is practically impossible for a node to determine accuracy information from neighbouring nodes’ predictions through comparison with ground truth if the ML Models at a neighbouring node change often. In certain cases ground truth information may simply not be available.
Observation 4: In certain cases, it may be impossible to determine accuracy of a prediction through comparison with ground truth information since ground truth may not be available.  
On the other hand, ML Model accuracy could be captured through a confidence metric. A confidence metric does not require ground truth information and is therefore usable in cases when the ground truth is not available. A node requesting predictions may only be interested in predictions of high confidence and therefore ML Model confidence can be part of the ML Model input information. This could be described through a confidence metric, capturing a confidence interval, namely an estimated range of values that is likely to include the prediction and a confidence level which gives a probability with which the interval contains the true value.
[bookmark: _Hlk134627199]Proposal 4: A requested confidence metric, capturing a confidence interval, namely an estimated range of values that is likely to include the prediction and a confidence level which gives a probability with which the interval contains the true value, is configured in the AI/ML Information Request (FFS for the name).

5	Conclusion
In this contribution we made the following observations and proposals:
Proposal 1: For periodic reporting, the requested prediction time is explicitly signalled in AI/ML INFORMATION REQUEST message. Subsequent predictions are provided at prediction times which are obtained by the initial requested prediction time, shifted by the period. 
Observation 1: Requested time interval for a prediction has equivalent interpretation of prediction validity time.
Proposal 2: Define validity time as a time duration during which a prediction is valid.
Observation 2: Requiring that model validity time, which is a ML model related parameter, to equal the reporting period of a prediction, which is related to the reporting procedure, limits the quality/accuracy of the reported prediction.
Proposal 3: The requested validity time is configured in the AI/ML Information Request (FFS for the name) both for one-time and periodic reporting.
Observation 3: Determining accuracy of a prediction through comparisons with the ground truth means that a NG-RAN node has to use a prediction for a possibly long period of time without having any information on the prediction quality. 
Proposal 4: A requested confidence metric, capturing a confidence interval, namely an estimated range of values that is likely to include the prediction and a confidence level which gives a probability with which the interval contains the true value, is configured in the AI/ML Information Request (FFS for the name).
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