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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In last RAN3 meetings several agreements concerning the RAN AI/ML function were achieved by RAN3 [1], both at Stage 2 and at Stage 3 level, and some of the latter ones could also be relevant for the Stage 2 description.
--- Stage 2 agreements ---
Legacy information that are used to support AI/ML are transferred via existing legacy procedures (no need to signal them via other procedures) 
Cell based UE Trajectory Prediction is transferred via existing HO signalling messages, it’s FFS on whether other way to transfer the cell based UE Trajectory Prediction information is needed. 
AI/ML capability exchange in NG-RAN can be achieved by means of procedures for AI/ML information request, AI/ML information response and AI/ML Information Request Failure.
--- Stage 3 agreements ---
Define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information.
The new procedure for reporting of AI/ML related information, e.g., predicted information, should be based in a requested way, like resource status report procedure.
Introduce a new Class 1 procedure for initiating the reporting of AI/ML Related Information and a Class 2 procedure for Data Reporting of AI/ML Related Information. 
Reporting options for the new procedure used for AI/ML Related Information to be evaluated on a case-by-case basis. Possible reporting options are one-time and periodic reporting. 
UE performance feedback can be reported through one-time reporting or periodic reporting.
The agreed class1 procedure (AI/ML INFORMATION REQUEST/RESPONSE, the name needs further discussion) is used to configure UE performance feedback reporting. 
The agreed new class2 non-UE associated procedure (AI/ML INFORMATION UPDATE, which name is FFS) is used for UE performance feedback reporting.
UE Trajectory Prediction is transferred to the target gNB via the Handover Request.
Predicted UE Trajectory conveyed in the Handover Request can span across multiple NG-RAN nodes.
In Rel_18, RAN3 will not pursue enhancements for one gNB to request UE trajectory from more than one hop gNBs.
Introduce the metric of Energy Cost (EC) as the AI/ML metric to be shared over the Xn interface among gNBs. 
The metric of Energy Cost (EC) exchanged between NG-RAN nodes can be an inferred energy consumption related to an additional load or an actual energy consumption value from a neighboring node for either additional load or current load (The details to be further discussed). EC is a value at gNB level.
It is agreed that the Energy Cost is a node level parameter. Further EC granularities are out of scope of Rel18.
Continuous collection of MDT traces is beneficial only for AI/ML training in OAM. Continuous MDT collection is to enable the continuous collection of MDT data from the same UE across RRC state changes (RRC_Connected, RRC_Idle, RRC_Inactive).
This TP aims at capturing the above agreements into the Stage 2 specification (TS 38.300).
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296][bookmark: _Toc423020280]2. TP to TS 38.300 (based on R3-231135)
*****************************************Start of 1st Change***************************************
[bookmark: _Toc109153710]3	Abbreviations and Definitions
[bookmark: _Toc20387886][bookmark: _Toc29375965][bookmark: _Toc37231822][bookmark: _Toc46501875][bookmark: _Toc51971223][bookmark: _Toc52551206][bookmark: _Toc109153711]3.1	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1], in TS 36.300 [2] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1] and TS 36.300 [2].
5GC	5G Core Network
5GS	5G System
5QI	5G QoS Identifier
A-CSI	Aperiodic CSI
AGC	Automatic Gain Control
AI	Artificial Intelligence
AKA	Authentication and Key Agreement
AMBR	Aggregate Maximum Bit Rate
AMC	Adaptive Modulation and Coding
AMF	Access and Mobility Management Function
ARP	Allocation and Retention Priority
BA	Bandwidth Adaptation
BCCH	Broadcast Control Channel
<Unchanged Text Omitted>
MBS	Multicast/Broadcast Services
MCE	Measurement Collection Entity
MCCH	MBS Control Channel
MDBV	Maximum Data Burst Volume
MEO	Medium Earth Orbit
MIB	Master Information Block
MICO	Mobile Initiated Connection Only
ML	Machine Learning
MFBR	Maximum Flow Bit Rate
MMTEL	Multimedia telephony
MNO	Mobile Network Operator
MPE	Maximum Permissible Exposure
MRB	MBS Radio Bearer
MT	Mobile Termination
MTCH	MBS Traffic Channel
MTSI	Multimedia Telephony Service for IMS
MU-MIMO	Multi User MIMO
Multi-RTT	Multi-Round Trip Time
MUSIM	Multi-Universal Subscriber Identity Module
NB-IoT	Narrow Band Internet of Things

*****************************************End of 1st Change***************************************
*****************************************Start of 2nd Change***************************************
X.X AI/ML for NG-RAN
X.X.1 General
AI/ML for NG-RAN, as a RAN internal function, is achieved by using Artificial Intelligence (AI) and Machine Learning (ML) techniques.
The objective of AI/ML for NG-RAN is to improve network performance and user experience, through analysing the data collected and autonomously processed by the NG-RAN, which can yield further insights, e.g., for Network Energy Saving, Load Balancing, Mobility Optimization.
X.X.2 Mechanisms and Principles
The AI/ML function requires inputs from neighbour NG-RAN nodes (e.g. predicted information, feedback information, measurements) and/or UEs (e.g. measurement results), in support to AI/ML processes such as AI/ML Model Inference and AI/ML Model Training.
AI/ML algorithms and models are out of 3GPP scope, and the details of model performance feedback are also out of 3GPP scope.
For the deployments of RAN intelligence, following scenarios may be supported:
•	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
•	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
For the scenario where AI/ML Model Training is located in the OAM, the inputs are sent from NG-RAN directly to OAM. AI/ML Model Training in the OAM can be further improved via continuous MDT collection, i.e., continuous collection of MDT data from the same UE across RRC state changes (RRC_Connected, RRC_Idle, RRC_Inactive).
For all the three use cases, the use case specific prediction information as well as UE performance feedback can be configured to be reported once or periodically.
For the Mobility Optimization use case, the AI/ML predictions – e.g., cell-based UE trajectory predictions – are transferred to target gNB via the Handover Request to provide information for subsequent mobility decision. The cell-based UE trajectory prediction can span across multiple NG-RAN nodes, and a NG-RAN node can request the actual UE trajectory from no more than one-hop NG-RAN node.
For the Energy Saving use case, the metric of Energy Cost (EC) is introduced as the AI/ML metric to be shared among gNBs; the EC is a value at gNB level and can be either an inferred or an actual energy consumption value from a neighbour gNB.
UE performance feedback reporting is used to reflect the performance of UEs after handover to assist the evaluation of AI/ML related decision. It is configured through AI/ML Information request/response procedure (FFS on the name), while actual reporting is performed through AI/ML Information update procedure (FFS on the name).

*****************************************End of 2nd Change***************************************
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