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1. Introduction
In last RAN3#119bis-e meeting, Rel-18 WI on RAN AI/ML was further discussed, some common understandings were achieved and some agreements/working assumptions for both Stage 2 and Stage 3 were reached as well [1][2][3][4][5]. In this paper, further general considerations on the remaining common issues, e.g. the details of the agreed new procedure, further Stage 2 descriptions, etc., are discussed with some suggestions being proposed. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Background
In RAN3#117bis-e meeting, some to-be-continued issues were identified [6] which in our understanding are not use case specific ones: 
-	Whether to capture in Stage 2 specifications message sequence charts to support AI/ML in NG-RAN depends on further progress and it is FFS.
-	WA: The new procedure is introduced to exchange AI/ML related information is data type agnostic, namely it can be used to transfer AI/ML data.
-	It’s FFS on whether more new procedures needed to transfer different types of AL/ML data (e.g., feedback, measurements for training/inference). 
-	The exact information to be included in this new procedure need to be discussed on a case by case basis.
-	In case new requirements are identified, it is FFS to tackle Solutions for AI/ML information exchange over the NG interface in R18
Note that, in the above list of FFSs, the latter has been solved in RAN3#119 meeting, where it was agreed that [7]
Solutions for AI/ML information exchange over the NG interface are not considered as part of Rel-18.
while, concerning the “WA: The new procedure is introduced to exchange AI/ML related information is data type agnostic, namely it can be used to transfer AI/ML data.” and the follow-up discussion during the RAN3#118 meeting where it was achieved that “WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.”, eventually RAN3 agreed in RAN3#119bis-e that [1]:
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated. 
In addition to the FFS from RAN3#117bis-e meeting highlighted in yellow above, there is an open point from the last RAN3 meeting (RAN3#119bis-e) regarding the definition of the “requested prediction time” configured in the AI/ML INFORMATION REQUEST (FFS on the name) message, which is common to all the three use cases. In the rest of this paper we will analyze further these open points and provide additional proposals for the definitions of the needed timing information of the new agreed class 1/2 procedures for AI/ML.
3. Discussion
	3.1	On the need of more new procedures for RAN AI/ML
For the agreed new class1/2 procedures used for RAN AI/ML over Xn there were intensive discussions in RAN3 which led to the definition of these procedures to be both use case agnostic (agreement from RAN3#117bis-e meeting) as well as data type agnostic (agreement from RAN3#119bis-e meeting). There is still a remaining open issue which could be seen in section 2 (see text highlighted in yellow), copied below for convenience:
-	It’s FFS on whether more new procedures needed to transfer different types of AL/ML data (e.g., feedback, measurements for training/inference). 

The main issue here is what kind of information could be included/transferred using these potential new procedures for RAN AI/ML, in addition to the already agreed new class 1/2 procedures. 
Observation 1: The main open issue for potential new procedures (in addition to the already agreed new class 1/2 procedures) is what kind of information could be included/transferred which cannot be included/transferred in the already agreed new class 1/2 procedures.
In the last RAN3 meeting (RAN3#119bis-e), as part of the discussion on the Stage 3 aspects for enabling the AI/ML-driven Energy Saving (ES) use case [5], there was a discussion on how to signal a request for an estimation of the Energy Cost (EC) for an additional load. On top of the option of re-using the already introduced AI/ML Information Reporting Initiation procedure (Class 1 – AI/ML INFORMATION REQUEST/RESPONSE) to signal to the target NG-RAN node a description of the “additional load” (whose conception is still pending on final consensus) and the AI/ML Information Reporting procedure (Class 2 – AI/ML INFORMATION UPDATE) to allow the target NG-RAN node to report the estimation of the EC, it was proposed to introduce a new Class 1 procedure where the source NG-RAN node requests to the target NG-RAN node an estimation of the EC for an additional load and where the target NG-RAN node responds with the requested estimation of the EC. Motivations for introducing such new additional AI/ML class 1 procedure are multi-fold:
1. it is a simple request/response procedure suitable for one-time request/response of a piece of information imminently needed, as already done in the UE context Retrieve procedure (if the source node needs the UE context, it sends a request and receives the context in a response message);
2. the procedure can be triggered when the conditions for an ES offloading arise and it employs the minimum amount of signalling (two signalling messages) to retrieve the estimated EC;
3. the procedure is state-less, in the sense that there is no measurement context that needs to be stored at source and target nodes after the response is received.
In our understanding, for the sake of reducing the complexity and aiming at a unified AI/ML framework which is applicable to all the AI/ML-enabled use cases, it would be better to consider re-using the already agreed new class 1/2 procedures as much as possible, which also provide enough flexibility in configuring the request and reporting of the inferred/actual/current EC values depending on the ES scenario to address. Moreover, the approach of re-using the already agreed new class 1/2 procedures is in line with the agreements of having use case and data type agnostic procedures. Based on these arguments, we do not see the need to introduce additional new AI/ML procedures for requesting and reporting different types of AI/ML data.
Observation 2: The information included/transferred within the already agreed new class 1/2 procedures mainly encompass predicted information, UE performance feedback information as well as use case specific current/actual/measured metrics.
Proposal 1: The already agreed new class 1/2 procedures could be used for transferring predicted information, UE performance feedback information as well as use case specific current/actual/measured metrics. Details should be discussed on a use case basis.
Taking a further step, we could see that among such information, most of them are cell-level or node-level, which could be handled by a non-UE-associated procedure; while some of them are UE-specific, i.e. handover failure and cell-based UE trajectory prediction. 
For handover failure indication, actually this is an existing mechanism which could be conveyed through the HO failure message or made available from the HO failure report in SON or from the UE RLF report; while for the cell-based UE trajectory prediction information RAN3 agreed in RAN3#118 meeting that such information is transferred to the target gNB via the Handover Request (i.e., the existing procedure).
With the analysis above, we could see that most of the information to be exchanged over Xn could be handled by the agreed new non-UE-associated procedure; while for the UE-specific information, what we could identify on the table up to now is handover failure information, which could either be handled by the existing mechanism or the agreed new non-UE-associated procedure. Thus, we think whether a dedicated UE-associated procedure is needed is still pending on whether new UE-specific information is identified and whether such new information could be transferred via the already agreed new non-UE-associated class 1/2 procedures, e.g. just with a list of UE identities and, such new information should be use case dependent.
Observation 3: Most of the information to be exchanged over Xn are cell- or node-level, which could be handled by the already agreed new non-UE-associated class 1/2 procedures.
Observation 3bis: For the identified UE-specific information so far, i.e. handover failure, it could be transferred either by the agreed new non-UE-associated class 1/2 procedure or by the existing mechanisms.
Proposal 2: Before deciding to introduce a new UE-associated procedure, new UE-specific information should be investigated on a use case basis and it should also be clarified whether such new information could be transferred via the already agreed new non-UE-associated class 1/2 procedures.
As also stated above, for the identified UE-specific information so far, i.e. handover failure, it could be handled either by the already agreed non-UE associated class 1/2 procedures or by existing mechanisms, meaning that some existing procedures would anyway be used, for example, exchanging some HO failure information over existing SON report or existing HO failure message; on the other hand, we would also agree that which existing procedure to be used should also be discussed use case by use case.
[bookmark: _Hlk118215709]Proposal 3: The existing procedure should be used for transferring UE-specific information, which existing procedure to be used should be discussed use case by use case also depending on the type of UE-specific information to be transferred.
3.2 Timing information
In the last RAN3 meeting (RAN3#119bis-e meeting) the following agreements concerning the timing information of AI/ML prediction information were captured [1]:
The requested prediction time is configured in the AI/ML INFORMATION REQUEST for one-time reporting. 
Requested prediction time: time in the future for which the prediction information is requested in the AI/ML INFORMATION REQUEST. 
FFS whether the Requested Prediction time consists of a time interval.
[bookmark: _Hlk134011727]For periodic reporting, the requested prediction time is explicitly signalled. The details need to be further discussed.
In particular, a definition of “requested prediction time” was agreed as well as how to signal it over Xn for both of the reporting options, i.e., one-time and periodic reporting. 
There was an FFS on whether the “requested prediction time” can also be a time interval other than a time instant as in the current definition agreed in RAN3#119bis-e meeting. As a general statement, we should provide enough flexibility for the “requested prediction time” configuration in the AI/ML INFORMATION REQUEST, in the sense that the “requested prediction time” can be signalled as either a time instant or a time interval (e.g., start time plus end time, or start time plus duration) depending on the prediction information needed for the specific use case [9]. As an example, let’s consider the ES use case, where it could be natural for a requesting node to request a neighboring node to provide a (one-time) estimation of the EC metric corresponding to a specific time instant in the future: in this case, in the AI/ML INFORMATION REQUEST (FFS on the name), the “requested prediction time” will be configured as the time instant in the future for which the EC prediction is requested. As another example, let’s consider the Load Balancing (LB) use case: here it could be useful for the requesting node to request a neighbor node to provide an estimation of e.g. the Predicted Number of Active UEs within a time interval in the future, so to have an indication of the average number of active UEs over a specific time period in the future which could be exploited to better plan an offloading action towards the requested node. 

Hence, based on the above, we propose the following:
Proposal 4: For both one-shot and periodic reporting, the “requested prediction time” is explicitly signalled and can also be configured in the AI/ML INFORMATION REQUEST (FFS on the name) message as a time interval in the future for which the prediction information is requested.
From the last RAN3 meeting there is an FFS on the details for explicitly signalling the “requested prediction time” in case of periodic reporting. 
For periodic reporting, the requested prediction time is explicitly signalled. The details need to be further discussed.
In our view, the simplest way is to configure it in the AI/ML INFORMATION REQUEST (FFS on the name), same as we agreed to do in case of one-time reporting. This also allows for defining a unified framework for managing the timing information of the AI/ML prediction which is valid for both reporting options. To this end, if the “requested prediction time” is as per the current definition, i.e., a time instant in the future, or a time interval in the future, then by configuring it in the AI/ML INFORMATION REQUEST (FFS on the name) message the requested node would stop the transmission after transferring the prediction information that meets the “requested prediction time”.
Apart from discussing the details of “requested prediction time” signaling, we think it needs to be clarified how the “requested prediction time” relates with the remaining timing information of the prediction, i.e., the “validity time” and the “reporting periodicity” of the prediction information. 
Referring to the discussion in RAN3#119bis-e, there were some draft FFS regarding the “validity time” copied below from the RAN AI/ML Stage 2 SoD in [2] – see text highlighted in yellow:
To be continued:
FFS whether the Requested Prediction time consists of a time interval.
FFS whether validity time needs to be defined, e.g. as follows:
Validity time: time period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid
Figure 1 indicates a graphical representation of the timing information of a generic AI/ML prediction, for both the reporting options (i.e., one-time and periodic), in case the “requested prediction time” is as per the current definition, i.e., a time (instant) in the future for which the prediction information is requested in the AI/ML INFORMATION REQUEST (FFS on the name) message. Such timing information encompass the “requested prediction time” t0+t*, the “validity time” τ and the “reporting periodicity” T of the prediction information (the latter is for the periodic reporting only).
[image: ]
Figure 1 - Timing information of a generic AI/ML prediction in case of one-time and periodic reporting options.

Since the definition of the “requested prediction time” has already been agreed in the last RAN3 meeting, then RAN3 should discuss and agree on definitions for the remaining timing information, i.e. “validity time” and “reporting periodicity”. In our paper [9] submitted for the last RAN3 meeting, we proposed definitions for the “validity time” and “reporting periodicity” of the prediction, with the former being basically the same as captured in [2] and reported above. For the sake of convenience, we report below those definitions with small updates based on the discussion from RAN3#119bis-e meeting:
Validity time: time period within which the requested prediction information is considered valid for being used by the requesting NG-RAN node. It is indicated in the AI/ML INFORMATION UPDATE (FFS on the name).
Reporting periodicity: reporting interval of the requested prediction information. It is indicated in the AI/ML INFORMATION REQUEST (FFS on the name).
Hence, we propose the following:
Proposal 5: RAN3 agrees to the definitions of “validity time” and “reporting periodicity” as follows:
· Validity time: time period within which the requested prediction information is considered valid for being used by the requesting NG-RAN node. It is indicated in the AI/ML INFORMATION UPDATE (FFS on the name).
· Reporting periodicity: reporting interval of the requested prediction information. It is indicated in the AI/ML INFORMATION REQUEST (FFS on the name).
In the case of one-time reporting, we need to discuss the relation between “requested prediction time” and “validity time”: since the requested node reports only once, the requesting node needs to only explicitly indicate the “requested prediction time” of the prediction information in the AI/ML INFORMATION REQUEST (FFS on the name) message, as already agreed in the last meeting. If the requested node does not provide the “validity time” of the prediction along with the prediction itself, then it means that the prediction information is only valid for the “requested prediction time”. However, we should also provide enough flexibility for the requested node to explicitly provide the “validity time” of the prediction information, which allows the requesting node to potentially use the prediction information over a longer period of time, not only for a specific time instant/interval as the “requested prediction time”. Hence, we propose that:
Proposal 6: In case of one-time reporting, the “validity time” of the prediction information is optionally indicated in the AI/ML INFORMATION UPDATE (FFS on the name) along with the prediction information.
In the case of periodic reporting, we need to discuss all possible timing information above. In particular, for “reporting periodicity” and “validity time”, they should be discussed in the following two cases:
Case 1: The “reporting periodicity” (e.g. 60s) is shorter than the “validity time” (e.g. 120s) of the prediction information. In this case, the prediction information in the “reporting periodicity” can be considered as valid by default, i.e. the “validity time” information can be omitted in the AI/ML INFORMATION UPDATE (FFS on the name) message, hence working exactly as in the case of one-time reporting.
Case 2: The “reporting periodicity” (e.g. 60s) is greater than the “validity time” (e.g. 30s) of the prediction information. The following possible solutions can be considered: 
Solution 1: Introduce the “validity time” (e.g. 30s) of the prediction information in the AI/ML INFORMATION UPDATE. 
Solution 2: Indicate initiation failure of the agreed new class 1 procedure with the AI/ML INFORMATION FAILURE, meaning that the requesting node decides to reject the prediction information.
Solution 3: Introduce a time list of prediction information in the AI/ML INFORMATION UPDATE (e.g. two groups of 30s prediction information).
Solution 4: Transfer the processed prediction information in the AI/ML INFORMATION UPDATE (e.g. average the two groups of 30s data as 60s valid prediction information.).
In order to define a unified framework for managing the AI/ML prediction in relation with the timing information for the different reporting options (i.e., one-time and periodic), we think that the easiest way to solve the issue as described in Case 2 is to go for Solution 1, i.e. introduce the “validity time” of the prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) message. Apart from Solution 2, which in our view should be ruled-out as it implies that no prediction information will be provided to the requesting node at all, Solution 3 and Solution 4 both seem to complexify the overall framework in terms of both signalling and processing perspectives. Therefore, we propose that:
Proposal 7: In case of periodic reporting, if the “reporting periodicity” is greater than the “validity time” of the prediction information, the “validity time” needs to be indicated in the AI/ML INFORMATION UPDATE (FFS on the name) along with the prediction information.
Proposal 7bis: In case of periodic reporting, if the “reporting periodicity” is shorter than the “validity time” of the prediction information, the same behaviour of the one-time reporting applies, i.e., the “validity time” is optionally indicated in the AI/ML INFORMATION UPDATE (FFS on the name) along with the prediction information.
3.4 Prediction accuracy
In last RAN3#119bis-e meeting, whether the prediction accuracy should be provided by the requested node along with the prediction information was discussed again in two separate CBs [2][3], and eventually the following was captured in [1]: 
Accuracy:
No consensus on whether the accuracy information is necessary to transfer between requested node and requesting node.
First of all, we need to clarify whether the purpose of transmitting prediction accuracy is to measure the performance of the AI/ML model or to provide some information on the quality of the prediction information (i.e., the likelihood that the prediction will be true).
If the purpose is to measure the performance of the AI/ML model, it doesn't seem necessary. Because as long as the AI/ML model is not modified, the performance of the AI/ML model that inferences the prediction information should be constant. Moreover, there is no unified standard for measuring the performance of the AI/ML model when different nodes have different AI/ML models or the same AI/ML model is (re-)trained based on different data sets.
If the purpose is to provide some information on the quality of the prediction information, also in this case we think this is not needed. In general, we believe that it is not useful to provide the prediction’s accuracy/confidence (along with the prediction information) over Xn since accuracy is not a deterministic information by default but a prediction itself. Moreover, it is not clear to us which could be the behavior of the receiving NG-RAN node when it is provided with such kind of information, will it trust the prediction or not? Eventually, the prediction accuracy can only be calculated with obtaining the ground truth in the “requested prediction time”. However, the prediction information needs to be transferred over Xn interface before the requested node obtains the ground truth. But there could also be other means to evaluate an AI/ML prediction’s accuracy, e.g. via the UE performance feedback or via other use case specific means.
Therefore, based on the above, we propose the following:
Proposal 8: Accuracy/confidence of an AI/ML prediction is not sent over Xn along with the prediction itself.
3.4 Stage 2 update
In RAN3#117bis-e meeting, some Stage 2 TPs were agreed, with more descriptions on general principles and mechanisms for the support of the RAN AI/ML function, while there are further agreements in successive meetings which could be further captured in the Stage 2 spec, including:
Procedures used for AI/ML support in the NG-RAN shall be use case agnostic. 
The cases of i) Model Training and Model Inference at the NG-RAN and ii) Model Training at OAM and Model Inference at the RAN, make use of the same procedures, with the exception that procedures for exchange of training data and feedback data (which is not related to model performance feedback) will be different for i) and ii).
Legacy information that are used to support AI/ML are transferred via existing legacy procedures (no need to signal them via other procedures)
In addition to the above, also the following Stage 2 agreement from RAN3#119bis-e meeting should be captured:
Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.  
Moreover, we also think some of the proposals in this paper should also be captured in Stage 2 spec, e.g. proposals 1 to 3.
Proposal 9: RAN3 to agree Stage 2 updates to TS 38.300 (also capturing Stage 3 agreements relevant for Stage 2) achieved up to RAN3#120 meetings.
The corresponding TP – capturing agreements up to RAN3#119bis-e meeting – could be seen in our contribution paper in [10].
3.5	LS to SA5
In previous RAN3 meetings, a general issue was also mentioned, i.e., what kind of AI/ML performance feedback information would help to evaluate/improve the trained AI/ML model performance/accuracy. On this issue RAN3 reached some agreements, see below:
From RAN3#117-e
For all three use cases: The following information should be specified as a start point on the basis of TR37.819: 
 - Predicted resource status information over Xn
- UE performance (e.g, UL/DL throughput, packet delay, packet loss)
From RAN3#117bis-e
Support the following UE performance information to be sent for feedback purposes: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate.
In our understanding, we think the overall Energy Cost – i.e., the metric agreed in RAN3#119 meeting [7] to be exchanged over Xn among gNBs for the ES use case – evaluated after the applicability of a certain AI/ML based ES strategy/action could also be used as performance feedback for the ES use case.
With these agreements and proposals, for the scenario where AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB, performance feedback information should be provided to OAM, so that OAM could take further actions accordingly, thus we think an LS should be sent to SA5 from RAN3 to make them aware of the RAN3 agreements. 
Proposal 10: Agree to send an LS to SA5 to make them aware of the RAN3 agreements on performance feedback information.
The draft LS could be seen in the Annex-1.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
Based on the discussion in this paper, we reach the following observations and proposals.
[bookmark: _Toc423020280]Observation 1: The main open issue for potential new procedures (in addition to the already agreed new class 1/2 procedures) is what kind of information could be included/transferred which cannot be included/transferred in the already agreed new class 1/2 procedures.
Observation 2: The information included/transferred within the already agreed new class 1/2 procedures mainly encompass predicted information, UE performance feedback information as well as use case specific current/actual/measured metrics.
Observation 3: Most of information to be exchanged over Xn are cell- or node-level, which could be handled by the already agreed new non-UE-associated class 1/2 procedures.
Observation 3bis: For the identified UE-specific information so far, i.e. handover failure, it could be transferred either by the agreed new non-UE-associated class 1/2 procedure or by the existing mechanisms.
Proposal 1: The already agreed new class 1/2 procedures could be used for transferring predicted information, UE performance feedback information as well as use case specific current/actual/measured metrics. Details should be discussed on use case basis.
Proposal 2: Before deciding to introduce a new UE-associated procedure, new UE-specific information should be investigated on a use case basis and it should also be clarified whether such new information could be transferred via the already agreed new non-UE-associated class 1/2 procedures.
Proposal 3: The existing procedure should be used for transferring UE-specific information, which existing procedure to be used should be discussed use case by use case also depending on the type of UE-specific information to be transferred.
Proposal 4: For both one-shot and periodic reporting, the “requested prediction time” is explicitly signalled and can also be configured in the AI/ML INFORMATION REQUEST (FFS on the name) message as a time interval in the future for which the prediction information is requested.
Proposal 5: RAN3 agrees to the definitions of “validity time” and “reporting periodicity” as follows:
· Validity time: time period within which the requested prediction information is considered valid for being used by the requesting NG-RAN node. It is indicated in the AI/ML INFORMATION UPDATE (FFS on the name).
· Reporting periodicity: reporting interval of the requested prediction information. It is indicated in the AI/ML INFORMATION REQUEST (FFS on the name).
[bookmark: _GoBack]Proposal 6: In case of one-time reporting, the “validity time” of the prediction information is optionally indicated in the AI/ML INFORMATION UPDATE (FFS on the name) along with the prediction information.
Proposal 7: In case of periodic reporting, if the “reporting periodicity” is greater than the “validity time” of the prediction information, the “validity time” needs to be indicated in the AI/ML INFORMATION UPDATE (FFS on the name) along with the prediction information.
Proposal 7bis: In case of periodic reporting, if the “reporting periodicity” is shorter than the “validity time” of the prediction information, the same behaviour of the one-time reporting applies, i.e., the “validity time” is optionally indicated in the AI/ML INFORMATION UPDATE (FFS on the name) along with the prediction information.
Proposal 8: Accuracy/confidence of an AI/ML prediction is not sent over Xn along with the prediction itself.
Proposal 9: RAN3 to agree Stage 2 updates to TS 38.300 (also capturing Stage 3 agreements relevant for Stage 2) achieved up to RAN3#120 meetings.
Proposal 10: Agree to send an LS to SA5 to make them aware of the RAN3 agreements on performance feedback info.
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Title:	[Draft] LS on R18 RAN AI/ML about performance feedback information
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[bookmark: OLE_LINK61][bookmark: OLE_LINK60][bookmark: OLE_LINK59]Release:	Rel-18
Work Item:	AI/ML for NG-RAN (NR_AIML_NGRAN-Core)

Source:	Huawei [will be RAN3]
To:	SA5
[bookmark: OLE_LINK46][bookmark: OLE_LINK45]Cc:	

Contact person:	Yang Xudong
	yangxudong@huawei.com
	+86-21-38900808
Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org

Attachments:	
1	Overall description
As SA5 has already learned that, for this WI on AI/ML for NG-RAN, RAN3 agreed the following two scenarios:
•	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
•	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
RAN3 would like to inform SA5 that RAN3 further agreed to introduce some performance feedback information which is collected after action is taken according to inference results, such feedback information will be provided to model training side which could help to improve the performance/accuracy of the trained model, see below:
· UE performance information: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate.
· Node-level performance information: overall Energy Cost (EC) 
For the latter, RAN3 defined EC as the metric to be exchanged between NG-RAN nodes over Xn corresponding to an inferred energy consumption related to an additional load or an actual energy consumption value from a neighbouring node for either additional load or current load (The details to be further discussed). For the UE performance information, instead, RAN3 understands that definitions of such information are already available in SA5 specifications. 
The above-listed information should be provided from NG-RAN to OAM for the scenario where AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
2	Actions
To SA5 
ACTION: 	RAN3 would like to ask SA5 to take the agreements into account and take further actions accordingly if SA5 believes it is needed, and update RAN3 if any further progress is made.
3	Dates of next RAN3 meetings
Updated meeting schedule can be found at: https://portal.3gpp.org/?tbid=373&SubTB=381#/ 
RAN3#121			2023-08-21 – 2023-08-25	Toulouse, France
RAN3#121bis-e		2023‑10‑09	2023‑10‑13	Xiamen, China
RAN3#122			2023-11-13	2023-11-17	Chicago, USA
3GPP
image1.png
One-time ——
reporting t

t, tyrt*
T T T
Periodic s ’ — ¢
reportin, 1
P € t, to+t* tort*+T to#t*+nT
-
F

t, — Requesting node asks for a prediction at «requested prediction time» set to ty+t*

t,#t* — «requested prediction time»

T — «validity time» of the prediction

T — «reporting periodicity» of the prediction (in case of periodic reporting only)




