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1. Introduction 
In this paper, we discuss further details related to the following objective in the Rel-18 NES WID (RP-223450) based on the discussion in the last meeting:

Specify inter-node beam activation and enhancements on restricting paging in a limited area [RAN3].

2. Discussion
2.1 Enhancements to RAN Paging over Xn

In the previous meeting, we discussed enhancements to restrict paging in a limited area for UEs in RRC_IDLE and RRC_INACTIVE. We also briefly discussed whether RAN PAGING over Xn can also be enhanced, but there was no agreement. We discuss potential enhancements to RAN PAGING below:

Currently a gNB which receives a Paging message from neighboring gNB over Xn has to blindly page the entire RAN Paging area (can be up to 32 cells) which could waste network energy
 
[bookmark: _Toc120033563]9.2.3.38          RAN Paging Area
The RAN Paging Area IE defines the paging area within a PLMN for RAN paging a UE in RRC_INACTIVE state.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	PLMN Identity
	M
	 
	9.2.2.4
	 

	CHOICE RAN Paging Area Choice
	M
	 
	 
	 

	>Cell List
	 
	 
	 
	 

	>>Cell List Item
	 
	1 .. < maxnoofCellsinRNA>
	 
	 

	>>>NG-RAN Cell Identity
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	9.2.2.9
	In this version of the specification, the RAN paging area should contain NG-RAN cells of the same RAT type.

	>RAN Area ID List
	 
	 
	 
	 

	>>RAN Area ID List Item
	 
	1 .. <maxnoofRanAreasinRNA>
	 
	 

	>>>RAN Area ID
	M
	 
	9.2.3.39
	 


 
	Range bound
	Explanation

	maxnoofCellsinRNA
	Maximum no. of cells in a RAN notification area. Value is 32.

	maxnoofRanAreasinRNA
	Maximum no. of RAN area IDs in a RAN notification area. Value is 16.
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If a gNB can provide a list of recommended cells (belonging to neighbor gNB) for future RAN-paging, then it can help the neighboring gNB to page in a restricted set of cells instead of paging over the whole RAN paging area. The gNB can come up with this recommendation based on RRM of neighbor cells or other implementation-based mechanism. We therefore think that a gNB can send a list of recommended cells to its neighboring gNBs, so that a more efficient/sequential RAN Paging can be done, thereby saving network energy

Observation 2: If a gNB can provide a list of recommended cells (belonging to neighbor gNB) for future RAN-paging, then it can help the neighboring gNB to page in a restricted set of cells instead of paging over the whole RAN paging area 
 
Proposal 1:  To assist in RAN Paging, a gNB can send a list of recommended cells to its neighboring gNBs so that a more efficient/sequential RAN Paging can be done, thereby saving network energy

To provide further granularity, a gNB can also provide a list of recommended beams (belonging to the neighbor gNB) as assistance for RAN Paging

Proposal 2: To assist in RAN Paging, a gNB can further send a list of recommended beams (belonging to neighbor gNB) to restrict the RAN Paging to specific SSBs within a cell

2.2 Inter-node beam activation

Support beam level activation over Xn and F1.

For inter-node beam activation, the XnAP CELL ACTIVATION procedure, and the F1AP GNB-CU CONFIGURATION UPDATE procedure are reused

Over Xn interface,
The CELL ACTIVATION REQUEST message may include the SSB beam list that is requested to be activated
The CELL ACTIVATION RESPONSE message may include SSB beam list that are activated
When the receiving NG-RAN node cannot activate any of the SSB beams, it should respond with the CELL ACTIVATION FAILURE message with an appropriate cause value
FFS if a new cause is needed.  The detailed IE name/encoding can be further refined

Over F1 interface, 
The GNB-CU CONFIGURATION UPDATE message may include the SSB beam list that is requested to be activated
The GNB-CU CONFIGURATION UPDATE ACKNOWLEDGE may include SSB beam list that are activated
In case the gNB-DU cannot activate any of the requested SSB beams, it should respond with the GNB-CU CONFIGURATION UPDATE FAILURE message with an appropriate cause value
FFS if a new cause is needed. The detailed IE name/encoding can be further refined

FFS if a new cause is needed

One of the reasons why gNB-DU cannot activate any of the requested SSB beams might be if none of the requested beams are available or if the beams are already active. So we can discuss whether to add such cause values.

Proposal 3: New cause values such as “Beam requested to be activated is not available” or “Beam requested to be activated is already activated” can be added in CELL ACTIVATION FAILURE and GNB-CU CONFIGURATION UPDATE FAILURE message

Whether to define a timer indicating how long the SSBs are to be activated

In the last meeting, a timer was proposed that indicates for how long the SSB will be activated during beam activation.  We first point out the following clause from TS 38.300:
Upon reception of the re-activation request, the NG-RAN node's cell should remain switched on at least until expiration of the minimum activation time. The minimum activation time may be configured by O&M or be left to the NG-RAN node's implementation.

Observation 3: In NR, the minimum activation time during cell activation is configured by O&M or left to NG-RAN nodes’ implementation

Also, we think that if a gNB no longer wants a beam after a time duration T, it can send a deactivation request after the time duration T. Don’t see a big need to pre-configure the duration a beam needs to be available (also traffic conditions might change dynamically within the time duration).

Proposal 4: There is no need to define a timer that indicates how the long SSB that is requested to be activated should remain active because:
· Traffic conditions might change dynamically within the time duration and therefore a node can’t pre-determine how long the SSB has to remain active
· For cell activation the minimum activation time is configured by O&M or left to NG-RAN nodes’ implementation. Hence there is no need to standardize this timer for beam activation as well.

Whether the DU can send it preferred beam activation/decision of its own beams to the CU?

The principle used in legacy signaling is that the gNB-DU takes the decision to activate or deactivate its own beams and informs the gNB-CU e.g., gNB-DU indicates the beams that are currently switched ON or OFF via the SSB Positions In Burst IE included in the Served Cell Information.

What we agreed last meeting is enhanced control by gNB-CU on beam activation i.e., the gNB-CU can request a list of beams to be activated via GNB-CU CONFIGURATION UPDATE message. But the gNB-DU can fail to activate the requested beams due to some reason. So, the final decision on whether a beam is activated or not is up to gNB-DU.

Proposal 5: gNB-DU already indicates the beams that are switched ON or OFF via the SSB Positions In Burst IE included in the Served Cell Information. Therefore, there is no need of gNB-DU indicating any additional beam activation/decision of its own beams to the gNB-CU

It is not clear though whether the gNB-CU can request to activate beams outside the beams indicated by the gNB-DU via SSB Positions In Burst IE.

Proposal 6: RAN3 should clarify whether the gNB-CU can request to activate beams outside the beams indicated by the gNB-DU via SSB Positions In Burst IE.

Proposal 7: gNB-CU can request a list of beams to be activated via GNB-CU CONFIGURATION UPDATE message. But the gNB-DU can fail to activate the requested beams due to some reason. So, the final decision on whether a beam is activated or not is up to gNB-DU.

2.3 Cell DTX/DRX

In study item phase it was concluded that the gNB may use cell DTX/DRX information received from neighbour gNBs to determine its own cell DTX/DRX configuration. This coordination over Xn is needed irrespective of whether L1/L2 based activation of cell DTX/DRX is supported or not. L3 based cell DTX/DRX activation is the baseline.

Proposal 8: Support exchange of cell DTX/DRX configuration over XnAP

Typically, gNB-DU sends all lower layer configurations as a container (CellGroupConfig) to gNB-CU and gNB-CU just builds the RRC including the container. Considering cell DTX/DRX parameters are also lower layer parameters (pertaining to MAC), it is reasonable that the cell DTX/DRX parameters are decided by the gNB-DU 

Proposal 9: In the CU/DU split architecture, the Cell DTX/DRX parameters are decided by the gNB-DU.

Regarding exchange of cell DTX/DRX over F1AP, it is not clear yet as this depends on where RAN2 places the Cell DTX/DRX parameters e.g., whether over CellGroupConfig (in this case the existing DU-CU container can be reused), else we need to signal it explicitly over F1AP. But we can agree on this basic principle.

Proposal 10: gNB-DU should send the cell DTX/DRX configuration to gNB-CU over F1AP. Wait for RAN2’s further progress on cell DTX/DRX configuration before decide which F1AP message to use for conveying this.

3. Conclusion
Enhancements to RAN Paging over Xn
Observation 1: A gNB which receives a Paging message from neighboring gNB over Xn has to blindly page the entire RAN Paging area (can be up to 32 cells) which could waste network energy

Observation 2: If a gNB can provide a list of recommended cells (belonging to neighbor gNB) for future RAN-paging, then it can help the neighboring gNB to page in a restricted set of cells instead of paging over the whole RAN paging area 

Proposal 1:  To assist in RAN Paging, a gNB can send a list of recommended cells to its neighboring gNBs so that a more efficient/sequential RAN Paging can be done, thereby saving network energy

Proposal 2: To assist in RAN Paging, a gNB can further send a list of recommended beams (belonging to neighbor gNB) to restrict the RAN Paging to specific SSBs within a cell

Inter-node beam activation
Proposal 3: New cause values such as “Beam requested to be activated is not available” or “Beam requested to be activated is already activated” can be added in CELL ACTIVATION FAILURE and GNB-CU CONFIGURATION UPDATE FAILURE message

Observation 3: In NR, the minimum activation time during cell activation is configured by O&M or left to NG-RAN nodes’ implementation

Proposal 4: There is no need to define a timer that indicates how the long SSB that is requested to be activated should remain active because:
· Traffic conditions might change dynamically within the time duration and therefore a node can’t pre-determine how long the SSB has to remain active
· For cell activation the minimum activation time is configured by O&M or left to NG-RAN nodes’ implementation. Hence there is no need to standardize this timer for beam activation as well.

Proposal 5: gNB-DU already indicates the beams that are switched ON or OFF via the SSB Positions In Burst IE included in the Served Cell Information. Therefore, there is no need of gNB-DU indicating any additional beam activation/decision of its own beams to the gNB-CU

Proposal 6: RAN3 should clarify whether the gNB-CU can request to activate beams outside the beams indicated by the gNB-DU via SSB Positions In Burst IE.

Proposal 7: gNB-CU can request a list of beams to be activated via GNB-CU CONFIGURATION UPDATE message. But the gNB-DU can fail to activate the requested beams due to some reason. So, the final decision on whether a beam is activated or not is up to gNB-DU.

Cell DTX/DRX
Proposal 8: Support exchange of cell DTX/DRX configuration over XnAP

Proposal 9: In the CU/DU split architecture, the Cell DTX/DRX parameters are decided by the gNB-DU.

Proposal 10: gNB-DU should send the cell DTX/DRX configuration to gNB-CU over F1AP. Wait for RAN2’s further progress on cell DTX/DRX configuration before decide which F1AP message to use for conveying this.
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