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Introduction
In this paper we discuss IAB-node mobility enhancements, based on previous agreements.

Discussion
We discuss the following issues:
· TAC/RANAC update for the mIAB-node.
· NCGI configuration of the second logical mIAB-DU.
· CellGroupConfig information sharing between two logical mIAB-DUs.
· “mIAB” indication for mIAB-MT inter-donor handover.

TAC/RANAC update for the mIAB-node
With respect to TAC/RANAC update for the mIAB-node, the following was agreed at the RAN3#118, RAN3#119 and RAN3#119-bis-e meetings:
Static TAC solution is not pursued. 
RAN3 assumes that dynamic TAC solution should be supported. 
RAN3 to continue discussions on impacts (if any) of dynamic TAC solutions on RAN3 specs
Capture on stage 2 that the TAC/RANAC broadcast by the mobile IAB-DU can be changed in order to reflect the mIAB-node’s physical location. It needs to be further discussed how the mobile IAB-DU’s TAC/RANAC is changed and what Stage 3 impacts are (if any). 
The IAB-DU’s TAC can have the same or a different value than the TAC of the mIAB-MT’s serving cell.
The last agreement de facto allows for both options discussed so far:
· The mIAB-DU inherits the TAC of the mIAB-MT’s serving cell.
· The mIAB-DU’s TAC is different from the TAC of the mIAB-MT’s serving cell (“dedicated TAC”).
For the case when the mIAB-DU inherits the TAC/RANAC perceived by its co-located mIAB-MT, the mIAB-MT would indicate the new TAC/RANAC to its co-located mIAB-DU by means of internal signalling. The mIAB-DU can then update the TAC/RANAC in SIB1 and could use legacy F1AP signalling, e.g., the Served Cells to Modify IE in the GNB-DU CONFIGURATION UPDATE message, to inform its serving donor CU about the new TAC/RANAC.
Proposal 1: For the case where the mIAB-DU inherits the TAC/RANAC pertaining to the cell that serves its co-located mIAB-MT, the mIAB-MT can indicate the TAC/RANAC to its co-located mIAB-DU, up to implementation.
Proposal 2: The mIAB-DU can indicate the new TAC/RANAC to its serving donor CU by means of legacy F1AP signalling (i.e., no signalling enhancements are needed).
After the TAC/RANAC indication in the SIB1 is updated, this is perceived by the UEs in RRC_CONNECTED state. The UEs will read the new TAC/RANAC in SIB1 and update its records. Regarding the impact of TAC/RANAC update on the UEs served by the mIAB-DU, TAC/RANAC update for UEs in RRC_INACTIVE/IDLE states would not cause any RLF, but rather the RNA update for the UEs in RRC_INACTIVE state, or NAS Mobility Update for the UEs in RRC_IDLE state. 
The next step is that the CU informs the AMFs serving the UEs served by the mIAB-DU about the TAC update, which can be achieved with the existing signalling. Moreover, given that the AMFs now de facto support this new TAC, they need to notify the NRF. The NRF is a “DNS server” for TAs, and knows, for every AMF, which TA and PLMN the AMF supports.
Proposal 3: The donor CU informs its connected AMFs that it supports the new TAC, and the AMFs notify the NRF accordingly.
In our understanding, the motivation for supporting the dedicated TAC is to avoid/minimize TAC updates. For example, a TA pertaining to the dedicated TAC could cover the entire route of the vehicle. However, in some scenarios, such as the random trajectory scenario, it may be necessary to support updates of dedicated TAC. For the sake of simplicity, we think that the updates of dedicated TAC should be supported by OAM configuring the mIAB-node to start using a certain TAC based on its current location (of course, this TAC may be different than the TAC of the mIAB-MT’s serving cell). After the mIAB-DU starts applying a certain TAC, it can use the existing F1AP signalling to notify the donor CU.

NCGI configuration at the second logical mIAB-DU 
The following issues were marked as “to be continued” in the RAN3#118 and RAN3#119-bis-e chair notes:
The NCGI of the mobile IAB cell needs to reflect the gNB-ID of the IAB-DU´s donor. How should the NCGI be configured?
· Via F1 signalling from the donor
· Via OAM configuration
For DU-migration, the target mIAB-DU-cell’s NCGI can be configured via OAM and optionally (re-)configured by the target mIAB-DU’s CU when NCGI confliction happens?
According to the legacy specifications, the NCGIs are configured at the DU by the OAM, and the can DU indicate the NCGIs to the CU at F1 setup. We think that the same approach can be followed in case of mIAB – at power-up, the second logical mIAB-DU can use its OAM connection to obtain the NCGIs as needed. Alternatively, the NCGIs can be pre-configured at the mIAB-node and activated as needed.
Additional issues with CU-based NCGI allocation are at least the following:
· It is unclear how the mIAB-node can know whether it is the OAM or the target donor that should assign new NCGIs.
· CU-based NCGI allocation is non-backwards compatible since the F1 SETUP REQUEST already contains a mandatory NR CGI IE. 
· The OAM, as of today, “assumes” that it is responsible for NCGI allocation at the DU. In case of CU-based NCGI allocation, the OAM may have inaccurate information about the cells served by the mIAB-DU. 
Given that the discussion at RAN3#119-bis-e was based on OAM-related assumptions and given the majority support for CU-based NCGI allocation, we propose to ask SA5 for guidance on this issue.
Proposal 4: Send an LS asking SA5 whether CU-based NCGI allocation for the mIAB-DU is feasible. 

Configuration of the second logical mIAB-DU
At the RAN3#119 meeting, the issue has been generalized to all configuration parameters of the mIAB-DU, and the following was agreed:
With respect to mIAB-DU migration and partial migration, RAN3 to discuss how the mobile IAB-DU’s parameters are (re-) configured.
As specified today in the OAM Plug and Connect (PnC) specification, a Network Element (NE) needs to execute the PnC procedure to connect to the OAM management system. The PnC procedure includes initial IP autoconfiguration, certificate enrolment, establishing secure connection to the SeGW and to the Software Configuration Server (SCS). The initial IP autoconfiguration obtains client IP configuration and IP address or FQDN of CA/RA, SeGW and SCS via DHCP request. To perform CA/RA enrolment, the network element may be provisioned with operator’s root certificate prior to or during the Certificate Management Protocol (CMP) v2 run (as defined in TS 33.310). The specifications TS 28.314, TS 28.315 and TS 28.315 specify stage 1/2/3 for the PnC procedure, while the gNB Network Resource Model, while stipulates the parameters to be configured at an NE, is specified in TS 28.541. The operations needed to obtain the configuration are specified in TS 28.532. 
When an IAB-node powers up, it needs to perform PnC, except for the IP autoconfiguration. The node can be manually configured with the IP address or FQDN of CA/RA, SeGW and SCS. The client IP configuration is either manually configured or provided by the from donor-CU/DU that serve the IAB-MT, followed by the rest of PnC procedures to connect to the OAM system. After the mIAB-node connects to SCS, it can download the software and the configuration.
In past discussions, some companies proposed that, upon mIAB-DU migration, the second logical mIAB-DU (mIAB-DU2) should obtain from the target donor CU some of the configurations normally provided by the OAM. The claimed motivation is that it is simpler than obtaining the configurations in a traditional way, i.e., from the OAM.
In our view, the above proposal would add new functionalities to the donor CU, and we thus prefer the following approach, which is more aligned with legacy way of acquiring configurations for the DU:
· Given that there may exist several OAM systems in a network (but this number is generally not large, since every OAM system covers a large area within a country), the mIAB-DU may be pre-configured with a list of OAM systems and the information needed for establishing a connection to each of them.
· At power-up, the mIAB-DU2 can choose and connect to the appropriate OAM system (e.g., the OAM system in charge of the area of the target CU).
Proposal 5: The mIAB-DU may be pre-configured with a list of OAM systems, containing the list of information needed to establish an OAM connection to each of these OAM systems.
The most straightforward criterion to select the OAM system is based on the location of the mIAB-node or its target donor CU.
Proposal 6: Based on the location of the mIAB-node or its target donor CU, the second logical mIAB-DU selects the OAM system to connect to. 

CellGroupConfig Information sharing between two logical mIAB-DUs
An RAN3#119-bis-e TBC states:
To be continued: RAN3 to discuss, whether any signaling optimizations in RAN3 scope are possible and needed if the target logical mIAB-DU uses the same CellGroupConfig asthe source logical mIAB-DU. 
The baseline is the Rel-15 handover procedure. 
Since Rel-15, 3GPP has respected the principle that no cell configurations are to be shared between DUs because procedures in DUs are done independently, even between DUs serving the same UE in NR-DC. Furthermore, any information exchange between the mIAB-DUs should involve the donor CU. This is especially important because there may exist quite many (m)IAB-DUs that the donor CU needs to coordinate. 
Furthermore, the assumption that CellGroupConfig can be reused is unrealistic. For example, the PCI cannot be reused, since it would lead to PCI collisions. In fact, a RAN2#119-bis-e agreement states that the PCIs for the two logical mIAB-DUs shall be different and that either different carriers or orthogonal time and frequency resources of the same carrier shall be used:
RAN2 focuses on the scenario where, during full migration, the UE sees the two logical DU cells as different physical cells (e.g. with different PCI if same carrier), and where the two logical DU cells use separate physical resources (i.e., different carriers, or orthogonal time and frequency resources of the same carrier, as supported by legacy L1).
Based on the above we conclude that the baseline Rel-15 HO procedure is sufficient and that no enhancements for CellGroupConfig information sharing between two logical mIAB-DUs are needed.
Proposal 7: There is no need for passing of CellGroupConfig between the two logical mIAB-DU’s of an mIAB-node.

“mIAB” indication for mIAB-MT inter-donor handover
A RAN3#117-bis-e agreement and a RAN3#119-bis-e TBC state the following:
Source donor CU of mobile IAB-MT informs the target donor CU of mobile IAB-MT that the migrating node is a mobile IAB-node, via explicit indication in XnAP HO Request message.
Whether explicit mIAB-node indication and/or explicit mIAB-node-authorized indication needs to be included in the HO request for the mIAB-MT, e.g., so that the target CU can perform admission control.
With respect to the above agreement, we notice that the “mIAB” indication is already passed to the target node as a part of the UE capability container. Meanwhile, RAN2 decided the following at the RAN2#121-bis-e meeting:
R2 clarifies that A donor broadcasting the “supporting mobile-IAB” indication first checks the UE capability of an IAB node before configuring child nodes for the IAB node or sending a handover request for the node, no impact to RAN2 TS. 
So, according to the legacy specifications, the target will read UE the capability, and it can reject the mIAB-MT HO if it does not support mIAB nodes. Hence, there is no need for an explicit XnAP “mIAB indication” IE. A similar discussion in the RedCap context had the same conclusion.
Proposal 8: The target RAN node for mIAB-MT handover is informed about its “mIAB” capability by means of the UE capability container.

Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses IAB-node mobility enhancements. The following is proposed:
Proposal 1: For the case where the mIAB-DU inherits the TAC/RANAC pertaining to the cell that serves its co-located mIAB-MT, the mIAB-MT can indicate the TAC/RANAC to its co-located mIAB-DU, up to implementation.
Proposal 2: The mIAB-DU can indicate the new TAC/RANAC to its serving donor CU by means of legacy F1AP signalling (i.e., no signalling enhancements are needed).
Proposal 3: The donor CU informs its connected AMFs that it supports the new TAC, and the AMFs notify the NRF accordingly.
Proposal 4: Send an LS asking SA5 whether CU-based NCGI allocation for the mIAB-DU is feasible. 
Proposal 5: The mIAB-DU may be pre-configured with a list of OAM systems, containing the list of information needed to establish an OAM connection to each of these OAM systems.
Proposal 6: Based on the location of the mIAB-node or its target donor CU, the second logical mIAB-DU selects the OAM system to connect to. 
Proposal 7: There is no need for passing of CellGroupConfig between the two logical mIAB-DU’s of an mIAB-node.
Proposal 8: The target RAN node for mIAB-MT handover is informed about its “mIAB” capability by means of the UE capability container.
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