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1 Introduction

The AI for RAN WI was approved to specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization.
After discussion in RAN3 119bis-e meetings, the following agreements have been made:
No additional explicit indication is required in the AI/ML INFORMATION REQUEST message that UE performance feedback is provided after handover if UE performance feedback is only considered as feedback.
Introduce the pair Measurement ID (e.g., NG-RAN node1 Measurement ID and NG-RAN node2 Measurement ID) in the HO request message, to establish relationship with the AI/ML INFORMATION REQUEST message. Any additional information to be added can be further discussed. 
A list of UE performance feedbacks is introduced into the AI/ML INFORMATION UPDATE message. 

UE performance feedback can be reported through one-time reporting or periodic reporting.

Introduce the failed measurement in the response message to indicate partial reporting result. The successful measurement list and failure cause need to be further discussed.
Stop the discussion on Predicted TNL capacity indicator, predicted slice available capacity, predicted composite available capacity in R18.
In this contribution, the Xn interface impact for LB is analyzed.

2 Discussion
RAN3 118 meeting has agreed to a general TP for a new Class 1 procedure for initiating the reporting of AI/ML Related Information and a Class 2 procedure for Data Reporting of AI/ML Related Information. 
HO-ed UE performance

UE performance affected by the AI/ML related action is a useful indicator to evaluate the action. The performance includes throughput, packet loss, and latency. The agreed procedure have been agreed to carry the UE performance related information. Both one-time reporting and periodic reporting are supported for UE performance feedback. The measurement interval can be implicitly indicated by the reporting periodicity for periodic reporting. But for one-time reporting, there is no information for requested node to do the corresponding measurement. Without such information, the requested node may measure it as a very long period or a short period. For long period, the performance may be affected by the subsequent configuration of target node instead of HO. The short period measurement may miss the bad performance due to HO, such as RLF. In such case, the performance data can not show the actual impact brought by the HO. Hence, it is better for the requesting node to indicate the related measurement period for requested node to do corresponding measurement and report.
Proposal 1: 
Measurement period should be provided in AI/ML related request message for requested node to do corresponding measurement for one-time reporting.
There is one left issue about whether the UE performance can be used as input. Actually, the answer is yes. As the input, it can reflect the target status and give the information whether the target cell can be selected for HO or not. For example, if the HO-ed UE performance of one cell is not good, the model may not select it as the target cell. As the usage of the data is up to implementation (as input or feedback), it seems there is no additional enhancement is needed if UE performance is used as input. When the requesting node intends to input the data to model or monitor the model, it can request the UE performance in request message and HO request message, and then the requested node would response the performance data to requesting node.
Observation 1: 
UE performance can be used as input to provide the status of target cell. 

Observation 2: 
No additional enhancement is required if UE performance is used as input.
Partial reporting
In RAN3 119 meeting confirms that partial reporting is supported in the agreed AI/ML information procedure. RAN3 119bis-e meeting, three options are listed as the solution to support partial reporting:
- Option 1: Introduce the indicator in the request message that informs the requested node if the partial reporting is allowed or not allowed.

- Option 2: Introduce the characteristic bitmap in the request message that informs the requested node which measurements must be reported.

- Option 3: No explicit IE in the request message.
Based on the current procedure, after receiving the request from requesting node, the requested node finds it can only provide part of the request prediction item and it can indicate the item which it cannot provide in the response message. 
As the model design is up to implementation, different model may need different inputs. For example, the model in requesting node for a LB decision may only input the predicted resource status and predicted number of active UEs. The predicted number of active UEs is only taken as a reference information for node to set or to adjust the final decision based on the inferred decision from the model. While for ME decision, maybe the predicted resource status and predicted number of active UEs are the must-to-input data. So, the requesting node knows which items are really necessary. It is better to keep the power for requesting node to indicate the flexibility of reporting. If the requesting node can not accept the partial reporting, the requested node to send the available items may provide the unnecessary information, such as only parts of input data resulting in the case that the model still can not work. To deal with such case, it is beneficial for requesting node to indicate whether the partial reporting is supported or not. If not support, when one of the request prediction can not be provided, the requested node sends failure message to the requesting node. 

Moreover, as model inference consumes the computation power, when computation burden is heavy for a node, the indication in request message can help the requested node to choose the proper inference tasks. The node may not do the all the requested inference if the partial reporting is indicated to be allowed, and the computation resource is allocated to more necessary or urgent tasks e.g. the reporting request of partial not-allowed ones.
Proposal 2: 
The requesting node indicates whether the partial reporting is supported or not in the request message.
In addition, the requesting node can indicate which measured object that the requested node must to report. It is to tell the requested node which objects are necessary and which are beneficial. If partial reporting is supported and the requested node cannot provide some of the beneficial objects, the requested node can just provide the ones it is able to provide. But if the requested node cannot provide one of the “object must to report”, the requested node sends failure message to the requesting node.
Proposal 3: 
The requesting node indicates the objects must to report in the request message if partial reporting is supported.
If no explicit IE in the request message as option 3, when the requesting node can not accept the available items provided by requested node, the requesting node needs to cancel the reporting via request message by setting the registration request as “stop”. Based on current progress, nearly all the AI/ML related information are transferred via the new agreed procedure. It may lead to the signaling burden to cancel the reporting.
Observation 3: 
Option 3 without explicit indication may lead to signaling burden to cancel the reporting.
The “failure reporting characteristics” has been agreed to be included in response message in RAN3 119bis-e meeting. So the reporting procedure with partial reporting is shown in Figure 1.
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Figure 1: AI/ML information reporting procedure with partial reporting
For the event triggered reporting, there is a related existing procedure as status indication. DU and CUUP can send the warning indicator to CU/CUUP when overload happens by GNB-DU STATUS INDICATION, GNB-CU-UP STATUS INDICATION. The periodical reporting has been defined in the TP. In such case, when the predicted resource status goes to extremely high, the node can not inform the neighbour nodes such case if there is no request. Maybe setting a small value in the periodicity can let node report the predicted overload case timely. But it leads to the redundant reporting. Referring to status indication procedure, the same principle can be applied to the predicted resource status. When the predicted load status is high, nodes can send the predicted overload indication to the peer node. The neighbors can take it as the reference information to make mobility optimization, load balancing and energy saving decisions to avoid handover failure, local overload, and switch-on/off ping-pong. 
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Figure 2: Predicted overload info exchange
Proposal 4: 
Triggered by predicted overload, the node can exchange the predicted overload status information. The procedure takes Status Indication as the baseline.
For the accuracy, since the model can not achieve 100% accuracy, whether the inference result is credible or not should be considered. The accuracy parameter may provide reference to the receiving node, so that the receiving node can adjust the decision about how to refer it accordingly, such as setting policy based on the high-accuracy inference results and taking low-accuracy results as additional reference. So it is better to send the prediction information along with accuracy.
Proposal 5: 
It is better to send the prediction information along with the accuracy.
Up to now, the WI mainly focuses on the impact of prediction information. The other parts of the output is the strategy generated by AI/ML model. Selection of target cell for load balancing and the predicted UE(s) selected to be handed over to target NG-RAN node are the two types of output for load balancing. AI/ML model generates the predicted load transferring action for a period for future. For example, a node predicts it needs to transfer a certain amount of load to a neighbour node. The node can exchange such predicted load balancing strategy with its neighbours to confirm the transferring plan in advance. If the target node rejects the plan, the node can change to other alternative plans to secure the performance of load offloading and handover. Thus, it is beneficial for load transferring efficiency and load balancing.
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Figure 3: Predicated load transferring plan exchange for energy saving and load balancing
Proposal 6: 
The predicated load transferring plan can be exchanged with neighbor cells to confirm the load transferring in advance.
3 Conclusion

RAN3 is requested to discuss and if possible agree on the following proposals:
Proposal 1: 
Measurement period should be provided in AI/ML related request message for requested node to do corresponding measurement for one-time reporting.

Observation 1: 
UE performance can be used as input to provide the status of target cell. 

Observation 2: 
No additional enhancement is required if UE performance is used as input.
Proposal 2: 
The requesting node indicates whether the partial reporting is supported or not in the request message.
Proposal 3: 
The requesting node indicates the objects must to report in the request message if partial reporting is supported.
Observation 3: 
Option 3 without explicit indication may lead to signaling burden to cancel the reporting.
Proposal 4: 
Triggered by predicted overload, the node can exchange the predicted overload status information. The procedure takes Status Indication as the baseline.

Proposal 5: 
It is better to send the prediction information along with the accuracy.
Proposal 6: 
The predicated load transferring plan can be exchanged with neighbor cells to confirm the load transferring in advance.
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