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1. Introduction
In RAN3#119bis meeting, the following agreements were made for the purpose of MRO:
MRO for CPC and CPA:
Definitions of MRO events for CPAC will be introduced in TS 37.340 in a new chapter (based on [1226], CPA needs to be added).
During CPAC configuration, the value of the Time Stay IE for the source PSCell UHI, sent in S-NODE ADDITION REQUEST message, does not reflect the exact time the UE stayed in the source PSCell. 
Support CPAC UHI?
MRO for the fast MCG recovery: 
Case f1, where the SCG fails or is deactivated yet before the UE sends the MCGFailureInformation is to be addressed. 
Scenario ‘a’ is redefined: SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running).
The document containing list of scenarios (last noted at #118 as R3-226422) is recommended to be updated to cover the scenario ‘f1’.
Focus on current defined cases, Transfer of the T316 from the MN to the SN to support the MRO for the fast MCG recovery Rel.18 scenarios for pre-Rel.18 UEs (or Uu resource usage optimization)?
MRO for the voice fall-back:
Stage-2 description of the detection mechanism will be introduced in TS 38.300 (based on R3-231585).
In this paper, for the agreed scenarios and FFSs, we will give further consideration on the potential impact on the specification, and give potential solution to support these above three objectives.
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2.1 MRO for CPAC 
2.1.1  Analysis of wrong candidate PSCell selection
In case of PSCell change failure due to triggering PSCell change to wrong PSCell (i.e., the suitable PSCell is not the source PSCell or the failed target PSCell), the suitable PSCell is not even among the candidate PSCells configured to UE. RAN3 confirms that the wrong PSCell selection issue may come from the initiating node or the target node for the initial analysis to identify the possible problem node. That means, one possibility is that the initiating node does not select it as the candidate PSCells. Another possibility is that the candidate SN does not select it as the accepted candidate PSCell for UE despite it is among the recommended candidate PSCells from the initiating node.
Moreover, after identifying the possible problem node, there should be a root cause analysis to verify whether the possible problem node actually causes the SCG failure. For example, the wrong PSCell selection at the initiating node side may be purely caused by the dramatically changing measurement results at the time of CPAC preparation and at the time of SCG failure instead of wrong decision made by initiating node. The wrong PSCell selection at the candidate node side could be caused by the limitation of the maximum PSCells number for candidate SN indicated from initiating node.
In order to distinguish the wrong selection due initiating node and the candidate SN, the potential issue is that, according to the current specification, only the source SN or MN as the initiating node will be identified as the node responsible for SCG failure. However, the candidate SN which the suitable PSCell belongs to would not be identified as the possible problem, let alone to perform final root cause analysis for optimization.
We talk about NR-DC case first. For both MN and SN initiated inter-SN CPAC, MN is aware of the recommended candidate PSCells at the preparation phase and the suitable PSCell from the SCG measurement result within SCGFailureInformation. Similarly, for SN initiated inter-SN CPC, source SN as initiating node is naturally to do so. For SN initiated intra-SN CPC, MN may use the SCG Failure Information report procedure to verify whether intra-SN PSCell change has been triggered in the last serving SN to identify the possible problem node. In summary, for MN and SN initiated CPAC, upon reception of SCGFailureInformation, MN or the initiating node is capable of performing the initial analysis to identify the possible problem node.
As for root cause analysis, whether MN is able to do that is dependent on the cases.  In case of CPA or MN initiated CPC, MN could obtain the SCG measurement result at the preparation phase of candidate PSCells to support root cause analysis. However, in case of SN-initiated CPC, MN does not decode the SCG measurement results in a container provided from source SN at the preparation phase of candidate PSCells. 
Besides in EN-DC, MN may not even be able to perform the initial analysis to identify the possible problem node if it is SN-initiated (conditional) PSCell change, since MN could not obtain the SCG measurement result from UE reported SCGFailureInformation. So SN as initiating node is the node responsible for identifying the possible problem node. Meanwhile, in SN-initiated inter-SN CPC case, MN does not decode the SCG measurement results in a container provided from source SN at the preparation phase of candidate PSCells. 
Furthermore, after the possible problem node has been identified to be the candidate SN, which the suitable PSCell belongs to, which one of the initiating node and the possible problem candidate SN to perform the root cause analysis needs to be further specified. Technically, both of the two node are able to perform the root cause analysis. However, there is a benefit that the possible problem candidate SN could be performing the root cause analysis and performing optimization accordingly at the same time if it is verified to be the actual one. Otherwise, the possible problem candidate SN has to do the duplication of work for optimization anyway when the initiating node performing root cause analysis verifies the possible problem candidate SN to be the actual one. 
To have common solution for MN and SN-initiated procedure in NR-DC and EN-DC, the Rel-18 MRO mechanism for CPAC could take Rel-17 MRO mechanism for PSCell change failure as a baseline and make proper adjustments. After MN receives SCGFailureInformation including CPAC failure related information from the UE, the MN sends SCGFailureInformationReport to the source SN if source SN triggers intra-SN or inter-SN PSCell change. The initiating node performs initial analysis to identify the node that caused the CPAC related SCG failure and inform the possible problem candidate SN to MN. So MN could send SCGFailureInformationReport to the inidciated candidate SN accordingly.
It should be the initiating node to identify the possible problem node and should be the possible problem node to perform the root cause analysis, respectively:
1) If the triggering node (MN/SN) is the possible problem node, the triggering node verifies whether it actually causes the wrong selection;
2) If the candidate node, which the suitable PSCell belongs to, is the possible problem node, the candidate SN verifies whether it actually causes the wrong selection;
Proposal 1: For the wrong candidate PSCell selection, the initial analysis to identify the possible problem node and the root cause analysis to verify whether it is the actual problem node are done this way:
· if it is MN initiated, MN performs initial analysis and the possible problem node performs the root cause analysis;
· if it is source SN initiated, source SN performs initial analysis and the possible problem node performs the root cause analysis.

After the source SN as initiating node has identified the possible problem candidate SN, source SN has no UE-associated Xn or X2 interface with the candidate SN since MN is the one to contact all the candidate SNs. Thus, it is impossible for source SN to forward the UE associated SCGFailureInformationReport directly to the possible problem candidate SN.  Although MN as anchor node has all the UE related CP context, MN has no knowledge of the possible problem candidate SN ID. In order to enable MN to further forward the SCGFailureInformationReport to the corresponding SN, source SN informs the possible candidate SN to MN.

Proposal 2: After source SN as initiating node performs initial analysis, source SN informs the possible problem candidate SN to MN to enable the forwarding of SCGFailureInformationReport.
2.1.2  Network based solution to enable problem analysis instead of UE reporting
The CPAC related timer information could be derived by the MN upon transmission and reception of corresponding RRC messages. The network based solution of CPAC related timer information is listed in the below table: 
	Time related information
	view

	a. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received.
	MN could derive time elapsing since the last CPC configuration until SCG failure by computing time between transmission of RRCReconfig containing CPAC config and reception of SCGFailureInforamtion.


	b. The time elapsed between reception of CPAC configuration and the CPAC execution of related RRCReconfiguration
	MN could derive time elapsing since the last CPC configuration until CPAC execution by computing time between transmission of RRCReconfig containing CPAC config and reception of RRCReconfigComplete corresponding to the selected PSCell.


	c. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
	MN could derive time elapsing since  CPAC execution until SCG failure by computing time between reception of RRCReconfigComplete corresponding to the selected PSCell and reception of SCGFailureInforamtion.




In case of SN initated intra-SN or inter-SN PSCell change, MN send SCGFailureInformationReport  to source SN for MRO analysis. In addition to SCGFailureInformation from UE, MN should also indicate the CPAC timer related information derived by MN to SN via SCGFailureInformationReport over Xn.
Proposal 3: MN can inform the CPA/CPC related timer information to the initiating SN via SCG FAILURE INFORMATION REPORT over Xn for MRO analysis:
· The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received;
· The time elapsed between reception of CPAC configuration and the CPAC execution of related RRCReconfiguration;
· The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.

Except for the aforementioned timer related information, it is also noticed that it may require to enhance the SCG FAILURE INFORMATION REPORT for MN to inform the source SN of the initial recommended CPAC configuration and finally delivered CPAC configuration. In case of SCG failure shortly after successful CPC execution, source SN may release the UE context. Upon reception of SCGFailureInformation, MN also needs to forward the collected CPAC configuration during the preparation of CPAC procedure. Apparently, the CPAC configuration provided from source SN to MN is more or less transparent to MN since MN does not decode the execution conditions referred to the SCG measconfig and simply forwards to UE. In our understanding, SN mobility information could be reused as a remainder for MN to store and collect the CPAC configuration from source SN. After the initial SN change Required message in step 1 including the SN mobility#0, the source SN has the flexibility to update the CPAC configuration before and after delivering the CPAC candidate PSCell configurations to UE.
Source SN informs the SN mobility info mapped to the latest CPAC configuration for UE each time to MN. The SN Modification Required Acknowledge message in step 5 (optional step) should be enhanced to inform the SN mobility info#1 mapped to the updated/modified CPAC configuration to MN. SN Modification Required message in step 9 (optional step), could include the SN mobility information#2 mapped to the once again reconfigured CPAC configuration for UE to inform MN. Moreover, source SN could possibly inform MN of the SN mobility information#2 at the time of releasing radio resources for UE, which is mapped to the latest CPAC configuration for UE. Since source SN only sends SN Status Transfer message only if PDCP termination point is changed for bearers using RLC AM.  SN Release Request ACK is more certain to convey the latest CPAC configuration via SN mobility information.

Proposal 4: For MN to store and collect the valid CPAC configuration for UE, source SN informs the SN mobility info mapped to the latest CPAC configuration to MN, e.g., via SN Modification Required Acknowledge message and SN Modification Required message and SN Release Request ACK message.

Upon reception of SCGFailureInformation, MN indicates the set of SN mobility information including the initial recommended SN mobility info and the latest SN mobility info for UE via SCGFailureInformationReport to the source SN to assure that source SN has sufficient CPAC configuration information to perform MRO analysis, e.g., wrong PSCell selection.

Proposal 5: Upon reception of SCGFailureInformation, MN indicates the set of SN mobility information including the initial recommended SN mobility info and the latest SN mobility info via SCGFailureInformationReport to the source SN to assure that source SN has sufficient CPAC configuration information to perform MRO analysis, e.g., wrong PSCell selection.
2.2 MRO for fast MCG recovery
2.2.1 Summary of cases
Except for the agreed case a, b and f1, other potential scenarios for fast MCG recovery are summarized:
· Case a: SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running).
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired).
· Case c: Fast recovery near failure case, i.e. UE receives the response message from MN via SN while T316 is running which almost expires but not yet.
· Case d: Failure case for CHO based recovery failure after fast MCG recovery failure.
· Case e: Subsequent failure after successful fast MCG recovery.
· Case f1: the SCG fails or is deactivated yet before the UE sends the MCGFailureInformation.
· Case f2: the MCG fails yet before the UE sends the SCGFailureInformation.
· Case g: SCG RLF /deactivation occurs before MCG RLF
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MRO enhancement for fast MCG recovery should start from the failed transmission of MCGFailureInformation till the end of successful resume of MCG transmission. The failed transmission of MCGFailureInformation could be divided in two subcases: case a) the failed initiation of transmission of MCGFailureInformation, case b) the failed delivery of MCGFailureInformation from lower layers of UE to network. During the procedure to achieve the successful resume of MCG transmission, the cases of c, d, e, f1, f2 and g are possible failure occurrences. On one hand, there is no corresponding UE reporting information to enable the network for MRO analysis in case c due to no such report, in case d due to no relevant logged information, and in case f and g due to either failed MCG leg or failed SCG leg. On the other hand, even with UE reported information for individual failure event in case e, there is no sufficient information for the network to correlate these individual failure for joint/coordinated optimization. Therefore, it is concluded that legacy MRO mechanism could not cope with the cases of c, d, e, f1, f2 and g. At RAN3#117-e meeting, there is agreement “other problems are not precluded if legacy MRO mechanism cannot cope with it.”. RAN3 should consider to keep all these cases (c, d, e, f2 and g) open for MRO for fast MCG recovery.
Observation 1: MRO enhancement should start from the failed transmission of MCGFailureInformation till the end of successful resume of MCG transmission.
Proposal 6: RAN3 should consider to keep all these cases (c, d, e, f2 and g) open for MRO for fast MCG recovery.
This discussion on scenarios has taken a very long time. One possible compromise is that we conclude that we focus on the existing ones when we determine required information from the UE and network forwarding mechanism but do not preclude adding the missing ones in the end if they can be added with small effort.
2.2.2 The already agreed case a,b and f1
We notice that in case b (UE detects SCG failure/deactivation while T316 is running), UE keep T316 running and wait for T316 expiry to initiate the connection re-establishment procedure, according to clause 5.7.3b.5 in TS 38.331.
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Observation 2: When UE detects SCG failure/deactivation while T316 is running, UE keep T316 running and wait for T316 expiry to initiate RRC re-establishment procedure.
To avoid UE waiting too long for the response which never arrives, the approach to mitigate the issue is the adequate setting of T316 time, e.g., shorten the T316 timer to some extent. Besides, if the duration of T316 is set too long, UE has to experience long time data transmission interruption time. That way, re-establishment procedure might be a faster way to resume the MCG transmission than the MCG fast recovery procedure. Thus, T316 optimization is beneficial to stop MCG recovery as soon as possible to decrease interruption time.
Observation 3: Proper T316 setting is critical to make sure that UE is not wasting time to wait for an RRC message that will not arrive.
A FFS from last meeting is a network-based solution for the timely release of SCG radio resource:
So far, detection of the failure events for MRO for the fast MCG recovery relies on the report from the UE. However, this reporting may be provided from UEs that are Rel.18 only. We consider that if the SN is aware of the T316 it can, based on the reception of the MCGFailureInformation detect at least some of the Rel.18 MRO events also for pre-Rel.18 UE (e.g. scenario ‘b’, where the signalling takes longer than the timer).
In our understanding, for case b, since the signalling delay is so long, the SN receives the MCGFailureInformation and just starts the T316 timer, while the T316 timer at the UE side has already been running so long. Therefore, having SN count the elapsed T316 timer at the UE side is not practical since the starting point of T316 timer at the SN side and UE side could not be aligned.
Observation 4: Having SN count the elapsed T316 timer at the UE side is not practical since the starting point of T316 timer at the SN side and UE side could not be aligned.

When UE detects MCG RLF, UE generates MCG RLF report accordingly, and initiates fast MCG recovery. Upon fast MCG recovery failure including case a and b, UE clears the MCG RLF report and records the RLF report related to MCG recovery failure, e.g., MCG recovery failure cause. Some companies think UE should also report location information at the time of MCG RLF, failed PCell ID, MCG measurement result and etc. for the analysis MCG recovery failure, which also belong to MCG RLF report. It is an approach for the network to correlate this MCG recovery failure event with the MCG RLF event. But it is strange for UE to do so since UE clears the MCG RLF report first and then again records the cleared information in the RLF report for MCG recovery failure. In our understanding, it is more logical for UE to record the MCG recovery failure on top of MCG RLF report, which enables the network of sufficient information to correlate the two related failure events efficiently.

Proposal 7: It is beneficial for network to correlate the fast MCG recovery failure event with MCG RLF event efficiently, when UE records the MCG recovery failure on top of MCG RLF report to provide the maximum information for MRO analysis.
2.2.3 Other potential cases 
Case c: fast recovery near failure
If the duration of T316 is set too short, it reduces the success probability of fast MCG recovery and result in unnecessary initialization of RRC re-establishment procedure. MN could not take the risk of reducing the duration of T316 duration without any prior knowledge, such as, the failure or near failure probability due to T316 duration. The intention to avoid the failure of MCG recovery is based on the information reported from UE in near failure case. We consider apply SHR-wise report in this near failure case.
Observation 5: Proper T316 setting is critical to make sure that UE has the possible maximum chance of successful fast MCG recovery.
Proposal 8: RAN3 consider fast MCG recovery near failure case to minimize the chance of MCG recovery failure.
Proposal 9: UE indicates whether T316 triggers or not and SCG measurement results in the SHR-wise report for fast MCG recovery near failure.
Case e: Subsequent failure after successful fast MCG recovery 
A successful fast MCG recovery procedure delivers a target cell for UE to execute handover towards. A HOF may occur. The inappropriate target cell is a failure handling decision made by MN after the MCG RLF, which should not be treated as a normal HO decision, perhaps with outdated available measurement result from UE. 
Proposal 10: RAN3 support subsequent failure after successful fast MCG recovery to distinguish this type of failure event from “normal” failure event when collecting statistics.
Proposal 11: UE indicates which kind of RAR received from MN via SN, e.g., Hanover command or RRCRelease. If it is handover command, UE indicates the failed target Cell ID.
Case d: CHO based recovery failure case after fast MCG recovery failure
If UE receives CHO configuration, a MCG RLF occurs due to late CHO execution after the UE has stayed for a long period of time in the source PCell. After UE encounters fast MCG recovery failure, UE firstly attempt CHO based recovery and secondly RRC re-establishment. Inappropriate CHO configuration needs to take responsibility for both MCG RLF and CHO based recovery failure. For MRO analysis, the two failure events should be correlated to adjust the CHO configuration properly. So we proposed to take into account the CHO based recovery case along with fast MCG recovery failure.
Proposal 12: RAN3 support CHO based recovery failure after fast MCG recovery failure to correlate the related failure events due to the same inappropriate CHO configuration.
Proposal 13: UE include the failed CHO cell in CHO based recovery procedure for MRO analysis of too late CHO and CHO based recovery in addition. 
Case g: SCG RLF(case f2)/deactivation occurs before MCG RLF
One thing we would like to address is that UE even fails to initiate the transmission of MCGFailureInformation and start T316 timer in case of SCG RLF, SCG deactivation and ongoing PSCell change/addition before the MCG failure. It is also pointed out by some companies that SCG RLF before MCG RLF dual failure case indicates two single independent failure events, which have individual MRO mechanism, i.e., SCGFailureInformation for SCG RLF and RLF report for MCG RLF respectively. Under some circumstances, UE even fails to transmit the SCGFailureInformation to MN due to MCG RLF immediately after SCG RLF. Even with reception of SCGFailureInformation and RLF report for these two failure events from UE, network simply performs individual MRO analysis. For avoidance of the dual failures, it requires network to correlate these two failure events and perform the MRO analysis for joint/coordinated optimization of both MCG and SCG. For example, despite UE is configured to initiate MCG recovery, UE does not initiate MCG recovery to resume MCG transmission due to those specific SCG status. It is better for network to know whether it is too late or too early to reconfigure UE with those SCG status and make adjustment according to avoid the initiation failure of fast MCG recovery.
Observation 6: SCG RLF before MCG RLF dual failure case indicates two single independent failure events, which have individual MRO mechanism. 
Proposal 14: RAN3 support the initiation failure case of fast MCG recovery to enable the coordinated MRO analysis and joint optimization of both MCG and SCG.
Proposal 15: UE includes the exact SCG status (e.g., PSCell change/PSCell addition /SCG deactivation/SCG RLF) to indicate the cause of initiation failure in the RLF report.
2.3 MRO for voice fallback 
RAN2#12bis meeting has agreed to support RLF case as the following agreements states:
Agreements:
1	RAN2 to support the scenario of “after RLF occurs shortly after successful HO from NR to E-UTRAN for voice fallback, a suitable E-UTRA cell is selected, and the UE tries RRC connection setup procedure for the voice service in the E-UTRA cell, which is agreed in RAN3”.
2	FFS: Introduce an indication for the scenario of RLF after successful voice fallback HO in the LTE RLF report regarding voice fallback.
3	UE logs the agreed indication regarding voice fallback in the NR RLF report.
4	FFS: RAN2 agree to differentiate an acceptable E-UTRA cell from a suitable E-UTRA cell in the RLF report in case of voiceFallback HOF. FFS explicit or implicit indications.

Since stage 2 description of MRO description regarding voice fallback is captured in TS 38.300, considering the RLF case of case1, it is noted that the stage 2 description of voice fallback as one separate MRO failure type in TS36.300 shall also be captured.
Proposal 16: The corresponding TP in the stage 2 TS 36.300 is attached in the Annex A of section 4.
Furthermore, for the support of shortly RLF case of case1, there is stage 3 impact to be captured. 
For shortly RLF case of case1, the UE can report LTE RLF report to the E-UTRA node. The E-UTRA node fetching the RLF report should forward it to the failed E-UTRA node via failure information kind of IE. When the failed E-UTRA node identifies the source NR node as the responsible one for the failure, it should forward the handover report to the source NR node. Currently, there is only the RLF report container delivery for the too early inter-system HO for forwarding procedures between E-TURA and NR listed as below:
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This IE contains the inter-system HO report to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Handover Report Type
	M
	
	
	

	>Too early Inter-system HO 
	
	
	
	

	>>Source Cell ID
	M
	
	E-UTRA CGI
9.3.1.9
	CGI of the source cell for the HO. 

	>>Failure Cell ID
	M
	
	NG-RAN CGI 9.3.1.73
	CGI of the target cell for the HO.

	>>UE RLF Report Container
	O
	
	9.3.3.41
	

	>Inter-system Unnecessary HO
	
	
	
	

	[……]
	
	
	
	


For shortly RLF case of case1, it is proposed to support the forwarding of the HO report from the failed E-UTRA node to the source NR node. The possible enhancements of the forwarding scheme are showed as below, including the potential impact on the messages in the network interface. Specifically, the E-UTRA node forwards the HO report within the eNB Configuration transfer message via S1 interface to MME, and the AMF further forwards the HO report within the Downlink RAN Configuration transfer message via NG interface to the source NR node.
[image: ]
Fig. forwarding in case of reporting to the E-UTRA node
According to  TS 36.413, eNB Configuration transfer message uses the IE as defined in TS 38.413 to transfer inter-system SON configuration. So there is only specification impact on TS 38.413.
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This message is sent by the eNB in order to transfer RAN configuration information.
Direction: eNB  MME.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.1.1
	
	YES
	ignore

	SON Configuration Transfer
	O
	
	9.2.3.26
	
	YES
	ignore

	EN-DC SON Configuration Transfer
	O
	
	9.2.3.26a
	
	YES
	ignore

	Inter-system SON Configuration Transfer
	O
	
	OCTET STRING
	Contains the Inter-system SON Configuration Transfer IE as defined in TS 38.413 [44].
	YES
	ignore



Proposal 17: RAN3 introduces related inter-system HO Report in the eNB Configuration transfer in S1 interface and Downlink RAN configuration transfer in NG interface. 
The corresponding TP in the stage 3 38.413 are attached in the Annex B of section 4. 
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Based on the discussion in this paper, we propose the following:
[bookmark: _Toc423020280]MRO for CPAC
Proposal 1: For the wrong candidate PSCell selection, the initial analysis to identify the possible problem node and the root cause analysis to verify whether it is the actual problem node are done this way:
· if it is MN initiated, MN performs initial analysis and the possible problem node performs the root cause analysis;
· if it is source SN initiated, source SN performs initial analysis and the possible problem node performs the root cause analysis.
Proposal 2: After source SN as initiating node performs initial analysis, source SN informs the possible problem candidate SN to MN to enable the forwarding of SCGFailureInformationReport.

Proposal 3: MN can inform the CPA/CPC related timer information to the initiating SN via SCG FAILURE INFORMATION REPORT over Xn for MRO analysis:
· The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received;
· The time elapsed between reception of CPAC configuration and the CPAC execution of related RRCReconfiguration;
· The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
Proposal 4: For MN to store and collect the valid CPAC configuration for UE, source SN informs the SN mobility info mapped to the latest CPAC configuration to MN, e.g., via SN Modification Required Acknowledge message and SN Modification Required message and SN Release Request ACK message.

Proposal 5: Upon reception of SCGFailureInformation, MN indicates the set of SN mobility information including the initial recommended SN mobility info#0 and the latest SN mobility info via SCGFailureInformationReport to the source SN to assure that source SN has sufficient CPAC configuration information to perform MRO analysis, e.g., wrong PSCell selection.

MRO for fast MCG recovery
Observation 1: MRO enhancement should start from the failed transmission of MCGFailureInformation till the end of successful resume of MCG transmission.
Proposal 6: RAN3 should consider to keep all these cases (c, d, e, f2 and g) open for MRO for fast MCG recovery.
Observation 2: When UE detects SCG failure/deactivation while T316 is running, UE keep T316 running and wait for T316 expiry to initiate RRC re-establishment procedure.
Observation 3: Proper T316 setting is critical to make sure that UE is not wasting time to wait for an RRC message that will not arrive.
Observation 4: Having SN count the elapsed T316 timer at the UE side is not practical since the starting point of T316 timer at the SN side and UE side could not be aligned.
Proposal 7: It is beneficial for network to correlate the fast MCG recovery failure event with MCG RLF event efficiently, when UE records the MCG recovery failure on top of MCG RLF report to provide the maximum information for MRO analysis.

Observation 5: Proper T316 setting is critical to make sure that UE has the possible maximum chance of successful fast MCG recovery.
Proposal 8: RAN3 consider fast MCG recovery near failure case to minimize the chance of MCG recovery failure.
Proposal 9: UE indicates whether T316 triggers or not and SCG measurement results in the SHR-wise report for fast MCG recovery near failure.
Proposal 10: RAN3 support subsequent failure after successful fast MCG recovery to distinguish this type of failure event from “normal” failure event when collecting statistics.
Proposal 11: UE indicates which kind of RAR received from MN via SN, e.g., Hanover command or RRCRelease. If it is handover command, UE indicates the failed target Cell ID.
Proposal 12: RAN3 support CHO based recovery failure after fast MCG recovery failure to correlate the related failure events due to the same inappropriate CHO configuration.
Proposal 13: UE include the failed CHO cell in CHO based recovery procedure for MRO analysis of too late CHO and CHO based recovery in addition. 
Observation 6: SCG RLF before MCG RLF dual failure case indicates two single independent failure events, which have individual MRO mechanism. 

Proposal 14: RAN3 support the initiation failure case of fast MCG recovery to enable the coordinated MRO analysis and joint optimization of both MCG and SCG.

Proposal 15: UE includes the exact SCG status (e.g., PSCell change/PSCell addition /SCG deactivation/SCG RLF) to indicate the cause of initiation failure in the RLF report.

MRO for voice fallback
Proposal 16: The corresponding TP in the stage 2 TS 36.300 is attached in the Annex A of section 4.
Proposal 17: RAN3 introduces related inter-system HO Report in the eNB Configuration transfer in S1 interface and Downlink RAN configuration transfer in NG interface. 
The corresponding TP in the stage 3 38.413 are attached in the Annex B of section 4. 
4. Annex A:TP to SON BL CR to TS 36.300
Start of the change
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One of the functions of Mobility Robustness Optimisation is to detect connection failures that occurred due to Too Early or Too Late inter-RAT handovers or inter-RAT Mobility Failure during Voice Fallback. These problems are defined as follows:
-	[Too Late Inter-RAT Handover] An RLF occurs after the UE has stayed in an E-UTRAN cell for a long period of time; the UE attempts to re-connect to a UTRAN cell.
-	[Too Early Inter-RAT Handover] An RLF occurs shortly after a successful handover from a UTRAN cell to a target cell in E-UTRAN; the UE attempts to re-connect to the source cell or to another UTRAN cell.
-    [Inter-RAT Mobility Failure during Voice Fallback] An RLF occurs shortly after a successful handover triggered due to Voice Fallback, or a failure occurs during an handover triggered due to Voice Fallback, from a cell belonging to an NG-RAN node to a cell belonging to an E-UTRAN node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node, or an NG-RAN node.
The UE makes the RLF Report available to an eNB, when RLF happens in E-UTRAN and the UE re-connects to an eNB cell. Availability of the RLF Report at the RRC connection setup or at a handover to E-UTRAN cell is the indication that the UE suffered a connection failure and that the RLF Report from this failure was not yet delivered to the network.
The eNB receiving the RLF Report from the UE may forward the report to the eNB that served the UE before the reported connection failure using the RLF INDICATION message over X2 or by means of the eNB configuration transfer procedure and MME configuration transfer procedure over S1. If present in the RLF Report, the radio measurements may be used to identify lack of coverage as the potential cause of the failure. This information may be used to exclude those events from the MRO evaluation and redirect them as input to other algorithms.
Detection mechanisms for Too Late Inter-RAT Handover, and Too Early Inter-RAT Handover, and inter-RAT Mobility Failure during Voice Fallback are carried out through the following:
-	[Too Late Inter-RAT Handover]
The connection failure occurs while being connected to an LTE cell, and there is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect is a UTRAN cell.
-	[Too Early Inter-RAT Handover]
The connection failure occurs while being connected to an LTE cell, and there is a recent inter-RAT handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the cell that served the UE at the last handover initialisation are both UTRAN cells.
-    [Inter-RAT Mobility Failure during Voice Fallback] 
The connection failure occurs during mobility from NR while being connected to an LTE cell, and there is a recent inter-RAT handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the recent inter-RAT handover was triggered due to voice fallback, i.e. the RLF report from the UE includes a voiceFallbackIndication.
Editor’s notes: the name of the indication needs be refined when details are agreed in RAN2.
The "UE reported timer" above indicates the time elapsed since the last handover initialisation until connection failure.
In case the failure is a Too Early Inter-RAT Handover, the eNB receiving the RLF INDICATION message may inform the UTRAN node by means of the eNB Direct Information Transfer procedure over S1. The information contains:
-	Type of detected handover problem (Too Early Inter-RAT Handover);
-	UE RLF Report Container: the RLF Report received from the UE, as specified in TS 36.331 [16];
-	Mobility Information (optionally, if provided in the last Handover Resource Allocation procedure from the UTRAN node);
End of the change
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Start of the change
[bookmark: _Toc112757025][bookmark: _Toc120537520]9.3.3.40	Inter-system HO Report 
This IE contains the inter-system HO report to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Handover Report Type
	M
	
	
	

	>Too early Inter-system HO 
	
	
	
	

	>>Source Cell ID
	M
	
	E-UTRA CGI
9.3.1.9
	CGI of the source cell for the HO. 

	>>Failure Cell ID
	M
	
	NG-RAN CGI 9.3.1.73
	CGI of the target cell for the HO.

	>>UE RLF Report Container
	O
	
	9.3.3.41
	

	>Inter-system Unnecessary HO
	
	
	
	

	>>Source Cell CGI
	M
	
	NG-RAN CGI 9.3.1.73
	Source NR cell in NG-RAN

	>>Target Cell CGI
	M
	
	E-UTRA CGI
9.3.1.9
	Target cell in E-UTRAN

	>>Early IRAT HO
	M
	
	ENUMERATED (true, false, ...)
	Is set to “true” if the measurement period expired due to an inter-RAT handover towards NR executed within the configured measurement duration and otherwise set to “false”

	>>Candidate Cell List
	
	1
	
	

	>>>Candidate Cell Item
	
	1..<maxnoofCandidateCells>
	
	

	>>>>CHOICE Candidate Cell Type
	M
	
	
	

	>>>>>Candidate CGI
	
	
	
	

	>>>>>>Candidate Cell ID
	M
	
	NR CGI
9.3.1.7
	This IE contains an NR CGI.

	>>>>>Candidate PCI
	
	
	
	

	>>>>>>Candidate PCI
	M
	
	INTEGER (0..1007, …)
	This IE includes the NR Physical Cell Identifier of detected cells not included in the Candidate Cell List IE and for which an NR CGI could not be derived.

	>>>>>>Candidate NR ARFCN
	M
	
	INTEGER (0.. maxNRARFCN)
	RF Reference Frequency as defined in TS 38.104 [39], section 5.4.2.1. The frequency provided in this IE identifies the absolute frequency position of the reference resource block (Common RB 0) of the carrier. Its lowest subcarrier is also known as Point A.

	>Inter-system Voice Fallback HO
	
	
	
	

	>>Source Cell ID
	M
	
	
NG-RAN CGI 9.3.1.73
	CGI of the source cell for the HO. 

	>>Failure Cell ID
	M
	
	E-UTRA CGI
9.3.1.9
	CGI of the target cell for the HO.

	>>UE RLF Report Container
	M
	
	9.3.3.41
	



	Range bound
	Explanation

	maxnoofCandidateCells
	Maximum no. of candidate cells. Value is 32

	maxNRARFCN
	Maximum value of NRARFCNs. Value is 3279165.


Next change
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//skip unchanged part
	id-TAI,
	id-HFCNode-ID-new,
	id-GlobalCable-ID-new,
	id-SuccessfulPSCellChangeReportList,
	id-IntersystemVoiceFallbackHO,
	maxnoofAllowedAreas,
	maxnoofAllowedCAGsperPLMN,
	maxnoofAllowedS-NSSAIs,
//skip unchanged part
InterSystemHOReport ::= SEQUENCE {
	handoverReportType		InterSystemHandoverReportType,
	iE-Extensions			ProtocolExtensionContainer { { InterSystemHOReport-ExtIEs} }			OPTIONAL,
	...
}

InterSystemHOReport-ExtIEs NGAP-PROTOCOL-EXTENSION ::= {
	...
}

InterSystemHandoverReportType ::= CHOICE {
	tooearlyIntersystemHO				TooearlyIntersystemHO,
	intersystemUnnecessaryHO			IntersystemUnnecessaryHO,
	choice-Extensions		ProtocolIE-SingleContainer { { InterSystemHandoverReportType-ExtIEs} }
}

InterSystemHandoverReportType-ExtIEs NGAP-PROTOCOL-IES ::= {
	{ ID id-IntersystemVoiceFallbackHO CRITICALITY ignore TYPE IntersystemVoiceFallbackHO PRESENCE mandatory},
	...
}

IntersystemUnnecessaryHO ::= SEQUENCE {
	sourcecellID			NGRAN-CGI,
	targetcellID			EUTRA-CGI,
	earlyIRATHO				ENUMERATED {true, false, ...},
	candidateCellList		CandidateCellList,
	iE-Extensions			ProtocolExtensionContainer { { IntersystemUnnecessaryHO-ExtIEs} }			OPTIONAL,
	...
}

IntersystemUnnecessaryHO-ExtIEs NGAP-PROTOCOL-EXTENSION ::= {
	...
}

IntersystemVoiceFallbackHO ::= SEQUENCE {
	sourcecellID			NGRAN-CGI,
	targetcellID			EUTRA-CGI,
	uERLFReportContainer	UERLFReportContainer,
	iE-Extensions			ProtocolExtensionContainer { { IntersystemVoiceFallbackHO-ExtIEs} }		OPTIONAL,
	...
}

IntersystemVoiceFallbackHO-ExtIEs NGAP-PROTOCOL-EXTENSION ::= {
...
}
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//skip unchanged part
id-MBSSessionReleaseResponseTransfer					ProtocolIE-ID ::= 358
	id-ManagementBasedMDTPLMNModificationList				ProtocolIE-ID ::= 359
	id-EarlyMeasurement										ProtocolIE-ID ::= 360
	id-BeamMeasurementsReportConfiguration					ProtocolIE-ID ::= 361
	id-HFCNode-ID-new										ProtocolIE-ID ::= 362
	id-GlobalCable-ID-new									ProtocolIE-ID ::= 363
	id-TargetHomeENB-ID										ProtocolIE-ID ::= 364
	id-SuccessfulPSCellChangeReportList						ProtocolIE-ID ::= 3xx
	id-IntersystemVoiceFallbackHO t							ProtocolIE-ID ::= 3xx



End of the  change
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.5.7.3b.5 T316 expiry-
The UE shall: «
1> if T316 expires: -

2> initiate the connection re-establishment procedure as specified in 5.3.7.«
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