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1. Introduction
After RAN3#119bis meeting, and the following agreements and open issues were captured:
Introduce the pair Measurement ID (e.g., NG-RAN node1 Measurement ID and NG-RAN node2 Measurement ID) in the HO request message, to establish relationship with the AI/ML INFORMATION REQUEST message. Any additional information to be added can be further discussed.

Discuss whether UE performance can be used as both input or feedback first. 

The structure of UE performance feedback IE:

Introduce the failed measurement in the response message to indicate partial reporting result. The successful measurement list and failure cause need to be further discussed.

Timing information:

Proposal 8: Include timing information for predictions in the request message is to specify the time window of the requested prediction, whether it includes the prediction time and validity time. 

To be continued:

For periodic reporting, discuss if requested prediction time and validity time are explicitly or implicitly signalled (e.g. by means of the reporting period).

The details of the timing information, e.g., validity time, requested time, etc.

FFS on whether the timing information can be used for other measurements.

Accuracy:

Stop the discussion on Predicted TNL capacity indicator, predicted slice available capacity, predicted composite available capacity in R18.

Down-select the following options:

· Option 1: Introduce the indicator in the request message that informs the requested node if the partial reporting is allowed or not allowed.

· Option 2: Introduce the characteristic bitmap in the request message that informs the requested node which measurements must be reported.

· Option 3: No explicit IE in the request message.

In this paper, we provide our further considerations about the detailed impacts from AI/ML-based load balancing on specifications.

2. Discussion

2.1 whether UE performance can be used as both input or feedback first. 

In the last meeting, some company suggests that the agreed Class 1 AI/ML should indicate that measurements are requested as feedback for a specific AI/ML action. This is to prevent the receiver from sending measurements immediately. In addition, some other company also suggests introducing the Request Type IE in the request message to trigger measurements after the UE(s) handover. The purpose of this indication is to inform the requested NG-RAN node whether the requested information is reported immediately or after a specific action, such as a handover.

These measurement events IEs are used to point at the need to define an explicit event indication. We should then simply add in the AI/ML Information Request an event identifier that is associated to a set of measurements and reporting configurations, which then is also included in the HO Request. This allows the Target to understand that measurements should be signalled only after receiving the Handover Requests that are marked with the event identifier. 

Proposal 1: the explicit indication to inform the requested NG-RAN node whether the requested information is reported immediately or after a specific action is not needed in the AI/ML INFORMATION REQUEST message.

2.2 Periodic reporting, 
Both reporting periodicity and prediction time to describe prediction is about what time window/point in the future are required. Validity time is the period within which the requested prediction information in the AI/ML INFORMATION UPDATE (FFS on the name) is considered valid, hence the AI/ML prediction can be used by the requesting NG-RAN node. Requested time is time duration of the requesting prediction information in the AI/ML INFORMATION REQUEST (FFS on the name), e.g. start time plus end time.

Reporting periodicity is the time interval between two consecutive reporting. It is the reporting interval of the requesting prediction information in the AI/ML INFORMATION REQUEST (FFS on the name).
Prediction time to describe prediction is about what time window/point in the future is to tell the requested node the prediction should be done for which period.
The requesting node expects the requested node to provide valid prediction information in the requested time, and possible reporting options are one-time and periodic reporting.

In the case of one-time reporting, because the requested node reports only once, the requesting node needs to explicitly indicate the requested time of the valid prediction information, and it may be considered that the requested time has the same meaning with the validity time. Therefore, we think the requested and validity time should be configured in the AI/ML INFORMATION REQUEST (FFS on the name).

For periodic reporting, we also think it is necessary to include the reporting periodicity and it needs to be discussed how reporting periodicity relates with the validity time of the predictions. E.g., if the reporting periodicity is shorter than the validity time of the prediction, then the prediction can be considered as valid by default, i.e. the validity time does not need to be indicated. 
Proposal 2: Prediction time and validity time are explicitly or implicitly signalled in the AI/ML INFORMATION REQUEST (FFS on the name).
2.3 Prediction accuracy 
During the discussion, some companies think it is beneficial to provide the prediction accuracy to the receiving node, because the accuracy information is an important reference and can help the receiving node make decisions. However, in AI/ML study, evaluating an AI model is multi-dimensional and data dependent, making it difficult to evaluate a AI model performance based on the accuracy rate.

Accuracy information is an important piece of information that is highly relevant to AI/ML models. However, different models may have different evaluation methods to calculate accuracy, and it is not always represented as a value from 0 to 100. 
On the other hand, it is very hard for the predicting node to achieve high accuracy due to feedback data unavailability, or model change or input parameter change etc. If the predicting node knows that accuracy of the predicted data is not upto the mark, then predicting node shall decide not to send the predicted data and send the predicted data only when the prediction accuracy is high.
Proposal 3: There is no need to transfer the prediction accuracy information over Xn interface for the receiving node.
3. Summary
In this paper we discussed the scenario of AI/ML based load balancing and gave some high level solutions. 
Proposal 1: the explicit indication to inform the requested NG-RAN node whether the requested information is reported immediately or after a specific action is not needed in the AI/ML INFORMATION REQUEST message.

Proposal 2: Prediction time and validity time are explicitly or implicitly signalled in the AI/ML INFORMATION REQUEST (FFS on the name).
Proposal 3: There is no need to transfer the prediction accuracy information over Xn interface for the receiving node.
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