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During the previous meeting, it has been agreed that
	MRO for the fast MCG recovery: 
Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 
Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired); 
other problems are not precluded if legacy MRO mechanism cannot cope with it.
RAN3 #119
Sub-Case b1/Sub-Case b2 would not be considered for MRO for fast MCG recovery failure.
Case c/Case d/Case e/Case f would not be considered for MRO for fast MCG recovery failure?
Additional information to be reported by UE?
Agreements:
Definitions of MRO events for CPAC will be introduced in TS 37.340 in a new chapter (based on [1226], CPA needs to be added).
Agreements:
During CPAC configuration, the value of the Time Stay IE for the source PSCell UHI, sent in S-NODE ADDITION REQUEST message, does not reflect the exact time the UE stayed in the source PSCell. 
In Rel.18, no extra signalling will be enabled to support CPAC UHI, stage2 text to be checked?
A scenario when MCG fails before CPA/CPC is executed is a subject to regular MCG MRO correction to avoid possible resource waste.
Agreements:
Case f1, where the SCG fails or is deactivated yet before the UE sends the MCGFailureInformation is to be addressed. 
Case (c), i.e. the “near-failure scenario” will be addressed.
WA: In order to enable support for pre-Rel.18 UEs (and help avoid wasting Uu resources), the T316 will be delivered from the MN to the SN.
Agreements:
Stage-2 description of the detection mechanism will be introduced in TS 38.300 (based on R3-231585).
Agreements:
Scenario ‘a’ is redefined: SCG fails when the UE is undergoing fast MCG recovery (i.e. SCG failure happens while T316 is running).
The document containing list of scenarios (last noted at #118 as R3-226422) is recommended to be updated to cover the scenario ‘f1’.
To be continued: Transfer of the T316 from the MN to the SN to support the MRO for the fast MCG recovery Rel.18 scenarios for pre-Rel.18 UEs (or Uu resource usage optimisation).



But also it should be noticed that whether to consider other potential cases should be further discussed. Therefore, in this contribution, we will further investigate whether it is worthwhile to study other cases than the agreed case a and case b, as well as some necessary information should be reported for fast MCG recovery.
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2.1 MRO for fast MCG Recovery
As mentioned, sub-case b1/b2 has already been excluded yet there are also the following cases which have been proposed:
· Case c: Fast recovery near failure case, i.e., UE receives the response message from MN via SN while T316 is running which almost expires but not yet.
· Case d: Failure case for CHO based recovery failure after fast MCG recovery failure
· Case e: Subsequent failure after successful fast MCG recovery.
For case C, it is a near failure case, which is not a real failure case. Therefore, case C is kind of out of the scope of this work item, which should not be considered. Similarly for case D, CHO based recovery failure is the case after fast MCG recovery, whereas it is not within the scope of this WID. 
Last but not least, for case e, when subsequent failure happens, the legacy MRO failure operations can still be used. Therefore, we do not see any needs to further enhance this case.
As a conclusion, there is no need to include other cases.
[bookmark: _Toc127178610][bookmark: _Toc131665964][bookmark: _Toc134544771]No other case should be included for the MRO for fast MCG recovery
Regarding on what kind of information should be reported by the UE for fast MCG recovery, at least the PSCell where SCG failure happened should be reported. In addition, if UE encounters SCG RLF during Fast MCG Recovery attempt, it should also report the SCG RLF failure type, e.g. synchoReconfigFailureSCG, scg-ReconfigFailure, srb3-IntegrityFailure. Also, some companies mentioned that if SCG failure occurs before the UE sends the MCGFailureInformation to the MN, the MCGFailureInformation cannot be sent to MN or SN directly, then it should be send to a new NG-RAN node via the RLF report. Then, the new NG-RAN node is able to send the MCGFailureInformation to the MN for root cause analysis. Otherwise, the MN will never receive the MCGFailureInformation. However, we think it is somehow necessary, since UE already sent the SCG RLF failure indication (SCG RLF failure) towards network, if MN receive such SCG RLF failure while does not receive MCGFailureInformation, it should know the time being for UE encountering SCG RLF is before the UE sends the MCGFailureInforamtion to the MN. Therefore, if the MN would like to perform root cause analysis, it will request UE to resend the MCGFailureInformation, whereas the signaling overhead can be saved. 
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During last meeting, one of the remaining issue left, which is whether to transfer T316 from the MN to the SN to support the MRO for the fast MCG recovery Rel-18 scenarios for pre-Rel 18 UEs or Uu resource usage optimization. From our view, at current stage, the motivation of such optimization is not clear due to it is not a must for Pre-Rel 18 UE to support the Rel-18 fast MCG recovery scenarios. Thus, such optimization may just involve unnecessary signalling overhead.
Therefore, it is not suggested to transfer T316 from the MN to the SN to support the MRO for the fast MCG recovery Rel-18 scenarios for pre-Rel-18 UE or Uu resource usage optimization.
[bookmark: _Toc134544774]It is not suggested to transfer T316 from the MN to the SN to support the MRO for the fast MCG recover Rel-18 scenarios for pre Rel-18 UE or Uu resource usage optimization.
3	Conclusion and Proposals
In this contribution, we have analysed other potential cases which may be included in the MRO for fast MCG recovery, as well as some necessary information should be reported for fast MCG recovery, and the following proposals has been given out:
Proposal1.	No other case should be included for the MRO for fast MCG recovery
Proposal2.	UE should report the PSCell where SCG failure happened, as well as SCG RLF failure type towards network for fast MCG recovery.
Proposal3.	UE does not need to report MCGFailureInformation towards network for fast MCG recovery.
Proposal4.	It is not suggested to transfer T316 from the MN to the SN to support the MRO for the fast MCG recover Rel-18 scenarios for pre Rel-18 UE or Uu resource usage optimization.
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