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Introduction
During RAN3-118, the conclusions for MBS reception in RAN sharing are shown as follows:
It is up to the NG-RAN node implementation on how to handle different QoS parameters for the same service from different PLMNs in case different QoS parameters for the same service are received.
Wait for feedback from SA2 on solution down-selection.
For local MBS service, cell granularity shared area decision according to overlapped area.
[bookmark: _Hlk125473598]For location dependent MBS service, the NG-RAN node should associate the relevant shared area corresponding to area session ID, FFS on how to handle different area session IDs allocated from different PLMNs, and whether and how to handle different service areas associated with the area session IDs.
Shared NG-U tunnel solution?
F1 impact:
The gNB-CU provides the MBS RAN Sharing efficiency Information received from CN (if received) to the gNB-DU in F1AP: BROADCAST CONTEXT SETUP REQUEST message. The name and details of "MBS RAN Sharing efficiency Information" are FFS.
"MBS RAN sharing efficiency information" == "information enabling the gNB to identify the MBS sessions among which resource efficiency for MBS reception in RAN sharing scenarios can be applied"
In case of RAN Sharing with multiple cell-ID broadcast, each logical gNB-DU will receive within the F1AP: BROADCAST CONTEXT SETUP REQUEST message the MBS RAN Sharing efficiency Information received from CN (if received).
Solution for MOCN sharing case?
In this contribution, we will continue to discuss the MBS reception in RAN sharing scenarios. 
Discussion
· MBS service area
In last meeting, RAN3 reached the agreement that “For location dependent MBS service, the NG-RAN node should associate the relevant shared area corresponding to area session ID”. If 5GCs from different PLMNs coordinate the area session ID, NG-RAN will broadcast identical content within this MBS service area when receiving an unify area session ID from the 5GC. Under most circumstances, 5GCs from different PLMNs may assign inconsistent area session IDs for a fixed MBS service area. NG-RAN node could determine whether to deliver the same MBS content based on the MBS service area information. For example, if multiple area session IDs from different PLMNs point to identical MBS service area, NG-RAN could deliver the same MBS data to this area. It is probable that deployment for different PLMNs are quite distinct. Obviously, NG-RAN should identify the MBS service based on the MBS service area information from diverse TMGIs. In the overlapping area for MBS service areas from different PLMNs, NG-RAN will broadcast the same content in this area. Besides the overlapping area, it is up to NG-RAN implementation to decide how to deliver the MBS data to the non-overlapping part.
[bookmark: _Hlk127532036]Proposal 1: For location dependent MBS service, NG-RAN will broadcast the same content to the overlapping area for MBS service areas from different PLMNs.
Proposal 2: For location dependent MBS service, it is up to NG-RAN implementation to decide how to deliver the MBS data to non-overlapping area.
· Shared NG-U tunnel
Regard to NG-U tunnel establishment, several options are proposed as follows in last meeting.
Option 1: establish the NG-U tunnels for each session for different PLMNs
Option 2: establish only one NG-U tunnel for multiple session from different PLMNs 
Option 3: establish one primary NG-U tunnel and one backup NG-U tunnel for multiple session from different PLMNs
Option 4: NG-RAN node implementation decision on how many NG-U tunnels to be set up
For Option 1, it would be regarded as a safety way to transmit MBS data. For tunnel management, the advantage of establishing shared NG-U tunnel per PLMN per session is effectively avoiding service interruption while an MBS session for one PLMN is suddenly released. Since all tunnels are required to send data packet to NG-RAN all the time, the rest of shared tunnels are still available and NG-RAN continues to reselect another NG-U tunnel for data reception from the rest. This option will bring the waste of resources as result of parallel data transmission in multiple tunnels. 
Observation 1: Establishing the NG-U tunnels for each session for different PLMNs will bring the waste of resources.
For Option 2, the data interruption may happen when MBS session for the selected PLMN is released. There are some specification impact on introduction new tunnel establishment procedure towards CN after the current PLMN triggers the release of broadcast session. A transmission gap emerges during the period of re-establishment of new NG-U tunnel, breaking the service continuity. For Option 3, the only difference comparing to Option 2 is establishing another tunnels for backup option. However, establishing the other tunnel does not avoid the data interruption absolutely if the number of operators is greater than two. For Option 4, NG-U tunnel establishment are based on NG-RAN implementation. In our view, completely rely on NG-RAN implementation will increase the complexity for RAN operation.
Observation 2: Establishing only one NG-U tunnel for multiple session from different PLMNs will cause transmission gap.
Observation 3: Establishing only one NG-U tunnel and one backup NG-U tunnel for multiple session from different PLMNs does not avoid the data interruption absolutely if the number of operators is greater than two.
Finally, comparing the four options, we slightly prefer Option 1 as the solution for NG-U tunnel establishment. Since the number of operators in RAN sharing scenario are limited, it does not bring too much cost for Option 1. Other options will cause server issues or bring the complexity to whole system.
[bookmark: _Hlk110607653]Proposal 3: It is suggested that NG-RAN initiates to establish shared NG-U tunnels for each session for different PLMNs.
· F1 impact:
In last meeting, companies reached the agreement that “The gNB-CU provides the MBS RAN Sharing efficiency Information received from CN (if received) to the gNB-DU in F1AP: BROADCAST CONTEXT SETUP REQUEST message”. MBS RAN Sharing efficiency Information enables gNB to identify the MBS sessions among which resource efficiency for MBS reception in RAN sharing scenarios. For this information, we rename it as MBS RAN Sharing Identifier.
In case of disaggregated scenario, there are two options provided in last meeting to handle MOCN sharing scenario.
- Option 1: the gNB-CU sends multiple F1AP: BROADCAST CONTEXT SETUP REQUEST messages with different TMGIs and same MBS RAN Sharing efficiency Information.
[bookmark: _Hlk125934387]- Option 2: the gNB-CU sends in a single F1AP: BROADCAST CONTEXT SETUP/MODIFICATION REQUEST message includes a list of TMGIs and an MBS RAN Sharing efficiency Information.
Option1 can meet the requirements of both two scenarios, i.e., DU shared scenario, both CU and DU shared scenario. It is apparently increasing the signalling overhead via F1 interface in both CU and DU shared scenario. By comparison, Option2 reduces the signalling exchange by sending only one message including TMGI list and MBS RAN Sharing efficiency Information, but it could not apply to only DU shared scenario. Aiming to specify an unified procedure commonly used in all scenario, we prefer option1 as the solution for the case to MOCN.
Proposal 4: Aiming to specify an unified procedure commonly used in all scenario, it is suggested to support option1 as the solution for the case to MOCN.
Conclusions
[bookmark: _Hlk78990087]In this paper, we provide our view on MBS reception in RAN sharing scenarios. The observation and proposals are listed below:
Observation 1: Establishing the NG-U tunnels for each session for different PLMNs will bring the waste of resources.
Observation 2: Establishing only one NG-U tunnel for multiple session from different PLMNs will cause transmission gap.
Observation 3: Establishing only one NG-U tunnel and one backup NG-U tunnel for multiple session from different PLMNs does not avoid the data interruption absolutely if the number of operators is greater than two.
Proposal 1: For location dependent MBS service, NG-RAN will broadcast the same content to the overlapping area for MBS service areas from different PLMNs.
Proposal 2: For location dependent MBS service, it is up to NG-RAN implementation to decide how to deliver the MBS data to non-overlapping area.
Proposal 3: It is suggested that NG-RAN initiates to establish shared NG-U tunnels for each session for different PLMNs.
Proposal 4: Aiming to specify an unified procedure commonly used in all scenario, it is suggested to support option1 as the solution for the case to MOCN.
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