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1	Introduction
1) RAN3#118 made progress on a network-based method for estimation of RA report availability e.g. in pre-Rel-18 UEs by taking several agreements including initial F1AP and XnAP TPs. However the currently agreed signalling seems incomplete, and we here discuss how to further enhance it.
2) For RACH partitioning, RAN2 has made the following agreement [R2-2211101]:

Agreements:
For RACH report about RACH partitioning information
1	Agree to add the following parameters into RACH report for RACH partitioning:
-	Feature or the combination of features that triggered the RACH
-	Used feature combination

In RAN3#118 meeting, RAN3 has the open issue whether other information needed in RA report for RACH partitioning [RAN3#118 chairman notes]. The other information proposed so far include:
· Feature priorities configured by network, which is the determining factor for selection of RACH partition for feature combination;
· RA resources configured with feature indicator(s), which is the pool of RACH resources for RACH feature of feature combination;
· Configuration info per RA attempt or the time from RA attempt to reporting
· The actual information per RA attempt, such as SSB RSRP and MSG3 RSRP
This contribution also discusses the issue related to whether the other information needed in RA report.

2	Discussion
2.1	Network-based method for estimation of RA report availability
Two of the relevant agreements taken at RAN3#118 are:
RAN3 supports a network-based solution for RACH report retrieval over F1AP based on an indication from the gNB-DU to the gNB-CU of successful RACH procedures which are not known to the gNB-CU (e.g., when RACH is triggered due to beam failure recovery, no PUCCH resource available, UL sync issue).
SN should indicate the potential availability of RA report to the MN, MN can fetch the RA report and transfer it to SN
The rationale behind these agreements is to provide a network solution to estimate the need for retrieval of RA reports from a served UE, considering that even if RA report availability indication is provided by the UE to the network in Rel-18 a network-based method would anyway be required for support of pre-Rel-18 UEs. The network-based method must be able to determine, or estimate, whether the RA procedure is considered successful in the UE. 

Analysis of when a RA procedure is successful needs to be done either by the gNB-DU or by the gNB-CU depending on the scenario triggering the RA procedure. We believe that, in principle, the following procedures require analysis by the gNB-CU:

· Access, i.e. related to initial access from RRC_IDLE, RRC Connection Re-establishment procedure and transition from RRC_INACTIVE
· ReconfigurationWithSync 
· Request for other SI 

And the following procedures require analysis by the gNB-DU
· BeamFailureRecovery 
· UlUnSynchronized 
· SchedulingRequestFailure 
· NoPUCCHResourceAvailable 

Proposal 1: RAN3 to determine RA scenarios to be analysed by the gNB-DU and the gNB-CU, respectively.

If this approach is followed, the gNB-CU will be in charge of keeping a context or counter reflecting successful RA procedures in the UE. The gNB-CU will increment the counter when it considers that a RA procedure with gNB-CU involvement (e.g. access-related) was successful in the UE. The gNB-CU will also increment the counter when the gNB-DU informs it about a successful RA procedure that didn't have gNB-CU involvement (e.g. linked to UL scheduling). 

Proposal 2: The gNB-CU keeps track of the total estimated number of successful RA procedures, including RA procedures with gNB-CU involvement and RA procedures without gNB-CU involvement (informed by the gNB-DU).

However, despite such split of responsibilities between gNB-DU and gNB-CU, the observations in the network will remain estimates. We also expect that some procedures are counted as successful RA procedures in the UE but will not be counted at all in the network (e.g. rejected RRC Setup or RRC reestablishment procedures). Also other scenarios may get a different analysis in the network and in the UE (e.g. unsuccessful contention resolution (in case of contention-based RA), fall-back from 2-step to 4-step RA type, …). We also notice that the RA scenario "Request for other SI" doesn't seem to fit with the described method, because both failed and successful completions of on-demand system information request procedures will be registered as RA report. Furthermore, when "Request for other SI" is done by a UE in RRC_idle, the NG-RAN will not have an associated UE context and hence can't increment any RA procedure counter. 

The network-based solution also has limitations when it comes to the NR-DC scenario where NR RACH procedures are performed on both the MCG leg and SCG leg, and the UE will merge the corresponding RA reports in the same ra-ReportList. Any solution to this problem based on real-time Xn coordination on a per RACH procedure granularity is in our view architecture-breaking and not sustainable in terms of signalling load. Only an approximate network-based solution therefore seems within reach for the NR-DC scenario.

Observation: The network-based solution to determine RA report availability will not take into account all scenarios for single connectivity and NR-DC, and hence will provide estimates only.

We therefore believe that the network-based solution should focus on handling of pre-Rel-18 UEs, expecting Rel-18 UE-based RA report availability indication.

To reflect the above, we have provided updates of the F1AP TP [1] in annex of this paper.

2.2	RACH partitioning
For what information in RA report should be introduced for RACH partitioning, several companies (e.g. Ericsson [R3-226481.zip], CMCC [R3-226715.zip], Samsung [R3-226575.zip]) proposed RACH configuration information in RA report. Instead of, Samsung proposed to include in RA report the time interval between RA report and RA attempt. The reason behind the proposed information in RA report is to allow the NW to identify which RA configuration the RA report is related to. So that NW can perform SON feature for RA optimization according to the information in RA report associated to the corresponding RA configuration. This is also under the assumption that RA configuration may be updated at any time e.g. due to the outcome of SON feature or identified RA performance issue based on the RA report received from UEs. Thus, the RA report logged in UE may not be always related to the current RA configuration if NW configured to the UE the updated RA configuration and UE performs the RA procedure before and after the RA configuration was updated. Especially when RA partitioning feature is supported, the configuration of RA partitioning may depend on the real-time UE distribution that support different features in the feature combination of RA partitioning. Thus, RA reconfiguration for different RA partitioning among the features may happen more often. In case of RA reconfiguration triggered in the NW for e.g. RA partitioning, NW may not be interested in the RA report that is related to the previous or out-dated RA configuration. To save the storage and processing overhead in the UE side as well as the signalling and processing overhead in the NW side, it’s better for the NW to control and indicate what type of RA report should be stored in the UE side and reported to the NW. 
Proposal 3: RAN3 to discuss for allowing the NW to control and indicate to the UE what RA report (e.g. related to the last RA configuration and/or all RA reports regardless which RA configuration) should be reported to the NW.
3	Conclusion
We have made the following observations and proposals:
Proposal 1: RAN3 to determine RA scenarios to be analysed by the gNB-DU and the gNB-CU, respectively.
Proposal 2: The gNB-CU keeps track of the total estimated number of successful RA procedures, including RA procedures with gNB-CU involvement and RA procedures without gNB-CU involvement (informed by the gNB-DU).
Observation: The network-based solution to determine RA report availability will not take into account all scenarios for single connectivity and NR-DC, and hence will provide estimates only.

Proposal 3: RAN3 to discuss for allowing the NW to control and indicate to the UE what RA report (e.g. related to the last RA configuration and/or all RA reports regardless which RA configuration) should be reported to the NW.

References
[bookmark: _Ref75086397][1]		R3-226911, (TP for SON BL CR for TS 38.473) RACH Optimization enhancement
Annex	- TP for BL CR to TS 38.473
This TP is based on [1]
<<< start of changes >>>
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8.2.x		RACH Indication 
8.2.x.1		General
This procedure is initiated by the gNB-DU to inform the gNB-CU about one or more random access procedures performed at the gNB-DU, due to which one or more RACH reports are available at the UE.
(FFS) The procedure uses UE-associated signalling.
8.2.x.2		Successful Operation
[bookmark: _MON_1649593008]￼
Figure 8.2.x.2-1: RACH Indication procedure.
The gNB-DU initiates the procedure by sending the RACH INDICATION message to the gNB-CU. Upon reception of the RACH INDICATION message, the gNB-CU may trigger retrieval of RACH Reports from the UE.
Editor’s note: The procedure text can be updated further based on the agreements.
8.2.x.3 	Abnormal Conditions
Not applicable.
<<< next change >>>

9.2.1.x	RACH INDICATION
This message is sent by the gNB-DU to inform the gNB-CU about one or more random access procedures performed at the gNB-DUfor the specific UE.
Direction: gNB-DU ® gNB-CU.
	IE/Group Na
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	ignore

	gNB-CU UE F1AP ID
	M
	
	9.3.1.4
	
	YES
	reject

	gNB-DU UE F1AP ID
	M
	
	[bookmark: OLE_LINK35]9.3.1.5
	
	YES
	reject

	Random Access Procedure Indication
	O
	
	ENUMERATED (true, …)
	Indicates that the random access procedure was triggered due to one of the following causes: BeamFailureRecoverytrue, UlUnSynchronized, SchedulingRequestFailure, NoPUCCHResourceAvailable
	YES
	ignore



Editor´s note: It is FFS whether the procedure is UE associated or non-UE associated

<<< end of changes >>>



