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1	Introduction
In this paper we provide further discussion on choices and possible solutions related to the following agreements (green) and open points (red) captured at RAN#118:
In case of management-based QoE, the MN decides which node to perform the QoE measurement configuration, FFS which node (MN or SN) performs UE selection.
When SN receives an m-based QoE measurement configuration, MN should be aware that SN has received an m-based QoE measurement configuration? Ensure that the MN is always notified that SN would like to configure an m-based QoE measurement?
2	Discussion
The scenario discussed in the present paper is illustrated in Fig. 1:





Fig. 1: DC scenario with potentially different m-based QMC configurations provided to the involved gNBs.

Baseline Rel-17 handling:
In the baseline Rel-17 scenario, the gNB1, configured with QMC configuration 1, may select its served UE for QMC and transfer the QMC conf 1 to the UE via the MCG leg. The QMC session will run in the UE independently of single connectivity (SC) or dual connectivity (DC). In this release, even if QMC configuration 2 has been provisioned in gNB2, the gNB2 will not select any UE it is serving as SN for m-based QMC (but the gNB2 may of course select and configure other UEs it is serving as MN with QMC conf 2). In the baseline Rel-17 scenario it can also be noted that the applied QMC area scope relates to the PCell (in gNB1), and maybe also to other cells controlled by gNB1 in case of carrier aggregation (CA) within the gNB1. 

Support of SN-triggered m-based QMC in Rel-18:
A main open point is how to handle UE selection for m-based QMC when the involved OAM system(s) has/have provided QMC configurations in both gNBs that at one point in time become involved in DC for a given served UE. More precisely, with reference to Fig. 1, the scenario to be analyzed is: 
· UE scenario: UE1 is served by gNB1 (SC) then enters DC (gNB2 becomes SN for UE1).

 in the following situations:
· Precondition 1: OAM1 has configured gNB1 with QMC conf 1. OAM2 has configured the gNB2 with QMC conf 2. 
· Precondition 2: OAM2 has configured the gNB2 with QMC conf 2. No QMC configuration in gNB1. 
Precondition 1 corresponds to the most challenging case. As per Rel-17 baseline, gNB1 will select some UEs (e.g. UE1) for m-based QMC and configure them with QMC conf 1 when they establish an RRC connection with a PCell controlled by gNB1. And similarly, gNB2 will select some UEs for m-based QMC and configure them with QMC conf 2 when those UEs establish an RRC connection with a PCell controlled by gNB2. 

[bookmark: _Hlk126415231]RAN3 has not yet decided whether the gNB2 in Rel-18 may be enabled to perform some action in order to select UE1 for m-based QMC (QMC conf 2) when it receives a request (from gNB1) to serve UE1 as Secondary Node (SN), i.e. what we can describe as SN-triggered m-based QMC. We believe that the benefit of SN-triggered m-based QMC should be analyzed in the following network scenarios:
· A: SN supports QMC, MN doesn’t support QMC (e.g. MN and SN are from different vendors);
· B: MN supports QMC, SN doesn’t support QMC (e.g. MN and SN are from different vendors);
· C: RAN sharing scenario where the SN (gNB2) is a shared node. In this case the hosting operator (responsible for the physical node acting as SN) may want to verify QoE in DC scenario, potentially independently of the operator in charge of gNB1.

The inter-vendor scenario B is already supported in Rel-17. 

In the present analysis, the RAN sharing scenario (C) corresponds to precondition 1, while the inter-vendor scenario (A) corresponds to precondition 2. With precondition 1, m-based QMC configurations present in MN and SN may be different while still targeting the same service/slice. If the SN would like to activate m-based QMC in UE1, the following options below can be considered. Because DC is a UE specific scenario, we assume that UE-associated Xn signalling is used in all options.

· Option 1 – QMC configuration merge in network: The SN sends QMC conf 2 to the MN which merges it with QMC conf 1. The MN then decides which node (MN or SN) will send the merged configuration to UE1.
· Option 2 – MN configuration prevails: The SN requests the MN about permission to configure the UE for m-based QMC. The MN provides its permission if the UE1 is not already configured with an m-based configuration targeting the given service/slice. 
· Option 3 – parallel QMC configuration in the UE: The SN sends the QMC conf 2 to the UE1 without coordinating with the MN. If any other QMC configuration targeting the same service/slice was already received, the UE activates it in parallel to already received QMC conf (“MN QMC” and “SN QMC” will be reported using separate RRC id / QoE reference). 

We believe the option 1 can be ruled out because the QMC configurations are based on SA4-defined containers that cannot be decoded and hence also not merged by the gNB. Moreover, it is not possible to merge different received QoE references.

Option 2 is technically feasible and is also well adapted for precondition 2. However, we still have some concern with this option for the case of precondition 1 where the operator in charge of OAM2 will not be able to anticipate on the outcome of the given configuration in the DC scenario, which may or may not be refused by the gNB1 (MN) due to possibly conflicting configuration in OAM1. Option 3 – parallel QMC configuration in the UE – solves this problem and is therefore the best solution from a functional point of view. However, this option has UE impact and therefore requires feasibility to be analyzed by RAN2 and SA4. Moreover, in absence of UE support of option 3, parallel m-based QMC configurations in MN and SN will require a mechanism in the UE to detect colliding configurations and perform appropriate failure handling. SA5 should also confirm the need to cover network scenarios A and C.

Proposal 1: Send LS to SA5 for confirmation of need to cover network scenarios A and C, and request RAN2 and SA4 to confirm feasibility of option 3 – parallel QMC configuration in the UE – or appropriate failure handling. 

If RAN2 and SA4 can confirm support of option 3 in Rel-18, RAN3 can conclude the open points as follows:

FFS which node (MN or SN) performs UE selection. => MN selects for MN QMC, SN selects for SN QMC
When SN receives an m-based QoE measurement configuration, MN should be aware that SN has received an m-based QoE measurement configuration? => no, not needed

Ensure that the MN is always notified that SN would like to configure an m-based QoE measurement? => no, not needed

If RAN2 and SA4 can’t confirm that option 3 can be supported, we believe coordination in OAM is required to avoid conflicting QMC configurations in MN and SN. Such OAM coordination will anyway not avoid the need for appropriate handling in the UE too in case of colliding configurations, e.g. by failing the QMC configuration. 

Proposal 2: If option 3 can’t be supported by the UE, OAM coordination is needed to avoid colliding QMC configuration.

3	Conclusion
We have made the following proposals:
Proposal 1: Send LS to SA5 for confirmation of need to cover network scenarios A and C, and request RAN2 and SA4 to confirm feasibility of option 3 – parallel QMC configuration in the UE – or appropriate failure handling. 

Proposal 2: If option 3 can’t be supported by the UE, OAM coordination is needed to avoid colliding QMC configuration.
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