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1. Introduction
· [bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]MRO for CPAC
In the RAN3#117bis-e meeting, there were some progresses on the scenarios to be studied for MRO for CPAC. For CPC failure scenarios, too late CPC execution, too early CPC execution and CPC execution to wrong PSCell are agreed. As for CPA failure scenarios, too late CPA is kicked out an CPA execution to wrong PSCell is confirmed.
In the RAN3#118 meeting, the following agreement is achieved:
Too Early CPA Execution will be considered. FFS on the naming
· MRO for fast MCG recovery
RAN3#117 meeting has confirmed the scenarios to be studied for MRO for fast MCG recovery.
MRO for the fast MCG recovery: 
0. Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 
0. Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired); 
0. Case c: other problem are not precluded if legacy MRO mechanism cannot cope with it.

In last RAN3#118 meeting, there were some agreements for MRO for fast MCG recovery:
[bookmark: OLE_LINK5]It is beneficial for the UE to report at least the cause of the fast MCG recovery failure (at least T316 expiry, SCG failure) and also, if the problem is SCG failure, the SCG failure type (at least t310-Expiry, randomAccessProblem, rlc-MaxNumRetx).
· MRO for inter-system handover for voice fallback
In the RAN3#117bis-e meeting, there were some agreements achieved as the following:
Deprioritize Case 5 for MRO enhancements for inter-system inter-RAT handover for voice fallback:
-	Case 5: the UE successfully performs inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, but the handover is about to failure.
Deprioritize MRO enhancements for redirection for voice fallback.
Introduce stage 2 descriptions of failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback. The detailed descriptions are FFS.
The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback.
In the meanwhile, RAN2#119b-e meeting has agreed:
Agreements:
1	An explicit indication is included in RLF-report when mobility from NR fails and the corresponding MobilityFromNRCommand includes voiceFallbackIndication
2	The below content is included in RLF-report when reestablishment procedure is initiated due to mobility From NR failure.
	a. reestablishmentCellID 


[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In this paper, for the agreed scenarios and FFSs, we will give further consideration on the potential impact on the specification, and give potential solution to support these above two objectives.
2. Discussion

2.1 MRO for CPAC 
· The intention of Too Early CPA Execution is to capture a scenario where there is not suitable PSCell found based on measurement report from UE after SCG failure. There is a majority support for this case. The open issue left to be discussed is whether a renaming is needed.
· Some information for CPAC MRO requires UE reporting, while some can be obtained by network implementation. RAN2 has confirmed to use SCGFailureInformation for CPAC MRO, which is immediately reported by UE upon declaring SCG failure. Besides, some companies have concerns about increasing the size of SCGFailureInformation by adding information intended for MRO purpose. We might as well take advantage of the immediate reporting of SCGFailureInformation. The very obvious benefit is that the UE context is always available at the network side (MN or last serving SN). we would rather think about the CPAC MRO enhancement in the perspective of minimizing the added information.From this point of view, we attempt to divide the information into two categories: Information which could only be obtained from UE reporting and Information which could be derived by network based on UE context. 
· In case of CPAC execution to wrong PSCell, the SCG failure could be caused by the wrong recommended candidate PSCell selection at the triggering node(MN/source SN), or by the wrong accepted candidate PSCell selection at the candidate SN. 
2.1.1 Naming for too early CPA execution
“Too early” always indicates no suitable Cell except the source one. For UE is transitioning from SA to DC, there is no source PSCell. Naturally “too early” means no suitable PSCell at all. We also understand that some company likes the idea of the unnecessary CPA execution. These two names look more or less the same to us. We don’t see subtle difference beneath it. Anyway we don’t have a strong on view on the name. The detection mechanism to distinguish too early CPA execution from CPA execution to wrong PSCell is sufficient based on suitable PSCell, which matters more than the name.
Proposal 1: Stick to too early CPA execution, which causes no confusion and is straightforward.
2.1.2 Analysis of wrong candidate PSCell selection
When the suitable PSCell is not the source PSCell or the failed target PSCell, the suitable PSCell could be not among the candidate PSCells configured to UE. The initial analysis is performed to identify the possible problem node. One possibility of the possible problem node is that the triggering node does not select it as the candidate PSCells. Another possibility is that the candidate SN does not select it as the accepted candidate PSCell for UE despite it is among the recommended candidate PSCells.
Moreover, no matter it is the triggering node or candidate SN which chooses not to select the sutiable PSell, there is a root cause for it, e.g., the measurement reports at the time of CPAC preparation and SCG failure vary a lot, or the maximum PSCells number for canidate SN limits the candidate SN’s decision.
If we want to treat the wrong candidate PSCell selection as an issue and distinguish the wrong selection due to triggering node and the candidate SN, the potential issue for CPAC execution to wrong PSCell is that, according to the current specification, only the source SN or MN as the triggering node will be identified as the node responsible for SCG failure. However, the candidate SN which the suitable PSCell belongs to would not be involved, let alone to perform final root cause analysis for optimization.
Proposal 2: Divide wrong candidate PSCell selection due to triggering node and candidate SN in case of CPAC execution to wrong PSCell.
We talk about NR-DC case first. We believe MN is totally capable of performing the initial analysis to identify the possible problem node. In case of CPA/MN initiated CPC MN could know the measurement report at the preparation phase of candidate PSCells to perform root cause analysis. However, MN is not able to perform the root cause analysis in case of SN-initiated CPC because MN do not decode the measurement report in a container provided from source SN for preparation of CPAC procedure. To have common solution for MN and SN-initiated procedure, the problem node performs the root cause analysis:
1) If the triggering node (MN/SN) is the possible problem node, the triggering node verifies whether it causes the wrong selection;
2) If the candidate node, which the suitable PSCell belongs to, is the possible problem node, the candidate SN verifies whether it causes the wrong selection;
Proposal 3: For the wrong candidate PSCell selection, the initial analysis to identify the possible problem node and the root cause analysis to verify whether it is the actual problem node are done this way:
· if it is MN initiated, MN performs initial analysis and the possible problem node performs the root cause analysis;
· if it is source SN initiated, source SN performs initial analysis and the possible problem node performs the root cause analysis.
2.1.3 Information from UE reporting
In our understanding, the CPAC fulfilment relevant information listed as below is impossible for network to derive:
1) The time elapsed between the two CPAC execution event, e.g., A3 and A5
2) The first fulfilled event e.g., A3 or A5
3) CPAC execution condition(s) fulfilled

For 3), I would like to particularly clarify that the Network could only perceive the “selected” PSCell, which is up to UE implementation to select one candidate PSCell among multiple candidate PSCells, which satisfy the execution conditions. So 3) could only be obtained by UE reporting. It is noted that RLF report has corresponding IEs to indicate similar info as 1)~3).
Proposal 4: UE reports the following information in the SCGFailureInformation, which are similar as the corresponding IEs in RLF report.
a. The time elapsed between the two CPAC execution event, e.g., A3 and A5
b. The first fulfilled event e.g., A3 or A5
c. CPAC execution condition(s) fulfilled
2.1.4 Information derived by network implementation
We attempt to give a thorough analysis of all the requested information we could collect. We think there is an alternative to UE reporting and gives the corresponding solution for realization.
· CPAC type/configuration relevant
	Assisted information

	a. Information to differentiate CPA failure or CPC failure

	b. An indication shows whether the failure is MN initiated CPA/CPC or SN initiated CPC. 

	c. CPAC type, e.g.,CPA, MN initiated inter-SN CPC, SN initiated inter-SN CPC, SN initiated intra-SN

	d. indication indicates that the SCG failure is due to CPAC;

	e. The latest configured CPAC configuration including the CPAC execution condition(s)

	f. CPAC candidate PSCells identity



MN could distinguish whether it is a PA or PC, Since MN triggers PA. MN could further distinguish whether it is CPA or not. As for PC/CPC, if It is inter-SN, MN is involved and aware if it is a PC or CPC and if SN triggers the procedure. If it is SN initiated intra-SN PSCell change without MN involvement, upon reception of SCGFailureInformation, MN may use the SCG Failure Information report procedure to verify whether intra-SN PSCell change has been triggered in the lasting serving SN, which could be source SN or target SN. Since it is intra-SN PSCell change, the source node is also the target node. So MN is able to know if it is intra-SN without MN involvement. And the lasting serving SN knows if it is conditional or classic intra-SN PSCell change.
As aforementioned, MN is able to identify the triggering node of the CPAC procedure, the triggering node(MN or S-SN) could retrieve e) the latest configured CPAC configuration including the CPAC execution condition(s) and f) CPAC candidate PSCells identity from UE context.
Proposal 5: CPAC type/configuration relevant information listed as below can be derived by network implementation:
a. Information to differentiate CPA failure or CPC failure
b. An indication shows whether the failure is MN initiated CPA/CPC or SN initiated CPC
c. CPAC type, e.g.,CPA, MN initiated inter-SN CPC, SN initiated inter-SN CPC, SN initiated intra-SN
d. indication indicates that the SCG failure is due to CPAC
e. The latest configured CPAC configuration including the CPAC execution condition(s)
f. CPAC candidate PSCells identity

· Measurements relevant
	Assisted information

	g. an indication on whether a measured neighbour cell was configured as a CPAC candidate or not

	h. Candidate PSCell measurement results  

	i. Target PSCell measurements

	j. the latest neighboring cell measurement results

	k. Source PSCell info (cell ID and measurements)

	l. Target PSCell ID



Since the network (MN or S-SN) obtains the CPAC candidate PSCells ID from UE context and is aware of target PSCell ID, the network could combine the measurement results within SCGFailureInformation with the CPAC candidate PSCells ID to derive all the measurement relevant information.
Proposal 6: CPAC type/configuration relevant information listed as below can be derived by network implementation:
a. an indication on whether a measured neighbour cell was configured as a CPAC candidate or not 
b. Candidate PSCell measurement results  
c. Target PSCell measurements
d. the latest neighboring cell measurement results 
e. Source PSCell info (cell ID and measurements)
f. Target PSCell ID

· Time relevant 


	Assisted information
	view

	a. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received.
b. timeSinceCPACReconfig
	MN could derive time elapsing since the last CPC configuration until SCG failure by computing time between transmission of RRCReconfig containing CPAC config and reception of SCGFailureInforamtion.


	c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
d. The time elapsed between reception of CPAC configuration and the CPAC execution
	MN could derive time elapsing since the last CPC configuration until CPAC execution by computing time between transmission of RRCReconfig containing CPAC config and reception of RRCReconfigComplete corresponding to the selected PSCell.


	e. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
	MN could derive time elapsing since  CPAC execution until SCG failure by computing time between reception of RRCReconfigComplete corresponding to the selected PSCell and reception of SCGFailureInforamtion.




Proposal 7: Time relevant information listed as below can be derived by network implementation:
a. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received
b. timeSinceCPACReconfig
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
d. The time elapsed between reception of CPAC configuration and the CPAC execution
e. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure

2.2 MRO for fast MCG recovery
2.2.1 T316 optimization
RAN3 has confirmed that the fast MCG recovery failure scenarios includes T316 expiry or SCG failure/deactivation while T316 is running. We notice that when UE detects SCG failure/deactivation while T316 is running, UE keep T316 running and wait for T316 expiry to initiate the connection re-establishment procedure.
[image: C:\Users\w00442454\AppData\Roaming\eSpace_Desktop\UserData\w00442454\imagefiles\6CE0B41A-1DA9-424A-A6DE-83F4E2967807.png]
When UE detects SCG RLF/deactivation while T316 is running, UE could do nothing but wait for T316 expiry. The adequate setting of T316 time contributes to mitigating the issue.
Observation 1: Proper T316 setting is critical to make sure that UE is not wasting time to wait for a RRC message that will not arrive.
Proposal 8：UE include T316 elapsed time until SCG RLF/deactivation while T316 is running in RLF report for the optimization of T316 timer to enhance the fast recovery MRO.
On the other hand, if the duration of T316 is set too short, it reduces the success probability of fast MCG recovery and result in unnecessary initialization of RRC re-establishment procedure. MN could not take the risk of reducing the duration of T316 duration without any prior knowledge, such as, the failure or near failure probability due to T316 duration. The intention to avoid the failure of MCG recovery is based on the information reported from UE in near failure case. We consider apply SHR-wise report in this near failure case.
Observation 2: Proper T316 setting is critical to make sure that UE has the possible maximum chance of successful fast MCG recovery.
Proposal 9: RAN3 consider fast MCG recovery near failure case, so RAN2 work on new kind of report for the optimization for T316 to avoid the failure of MCG recovery.
2.2.2 RLF report to enhancement the fast MCG recovery MRO
There are some concerns about whether to include the SCG deactivation while T316 running as SCG status. If UE detects the MCG RLF in uplink, it is likely that the MCG(MN) indicates UE to deactivate the SCG by downlink RRC signalling. That’s due to the different perception of the link quality towards each other from the network side and UE side. We believe that SCG deactivation while T316 running is a specific kind of SCG status to identify the root cause. Consider that the failed MN may release the UE context and may not know the failure of MCG recovery was due to SCG deactivation, a SCG deactivation indication can be added in the RLF report. 
Observation 3: SCG deactivation while T316 running is due to the different perception of the link quality towards each other from the network side and UE side.
Proposal 10: SCG deactivation while T316 running as a specific kind of SCG status can be added in the RLF report.
Network needs to identify the exact failure cause and make proper configuration adjustment, e.g. SCG configuration adjustment and T316 configuration adjustment. If the root cause is SCG RLF, the failure type should be reported by UE for the optimization of SCG configuration. 


Proposal 11: In case of MCG recovery failure due to SCG RLF, UE include the SCG RLF failure type in the RLF report: t310-Expiry, randomAccessProblem, rlc-MaxNumRetx, synchReconfigFailureSCG, scg-ReconfigFailure, srb3-IntegrityFailure.

One thing we would like to address is that UE even fails to initiate MCG recovery upon detecting SCG RLF, SCG deactivation and ongoing PSCell change/addition despite UE is configured to initiate MCG recovery. SCG RLF, SCG deactivation and ongoing PSCell change/addition is a detailed description of SCG status that cause MCG recovery failure from the very beginning of initiation. It is better for network to know whether it is too late or too early to reconfigure UE with the SCG configuration, which leads to the initiation failure of MCG recovery failure.

Proposal 12: UE includes the exact SCG status (e.g., PSCell change/PSCell addition /SCG deactivation/SCG RLF) upon initiation failure of MCG recovery.

[bookmark: _Hlk127393444]In case of SCG RLF after MCG RLF, SCGFailureInformation cannot be sent to the MN. In this case, it is it’s better to include the PSCell ID in the RLF Report, then the failed MN could forward the RLF report to the failed SN, the network can know the failed PCell and PSCell and make appropriate optimization. 
Proposal 13: In case of MCG recovery failure due to SCG RLF, UE include the failed PSCell ID in the RLF Report for the forwarding of RLF report to failed SN.
When UE detects MCG RLF, UE generates MCG RLF report accordingly, and initiates fast MCG recovery. Upon MCG recovery failure, UE clears the MCG RLF report and records the RLF report related to MCG recovery failure, e.g., MCG recovery failure cause. Some companies think UE should also report location information at the time of MCG RLF, failed PCell ID, MCG measurement result and so on, which is the info belong to MCG RLF report, for the analysis of MCG recovery failure. That way it requires the network to correlate this MCG recovery failure event with the MCG RLF event. In our understanding, UE records the MCG recovery failure on top of MCG RLF report, which enables the network to correlate the two related failure events naturally and efficiently.

Proposal 14: It is beneficial for network to correlate the fast MCG recovery failure event with MCG RLF event efficiently, when UE records the MCG recovery failure on top of MCG RLF report.

2.3 MRO for voice fallback 
2.3.1 Stage 2 description
In R16, the inter-RAT RLF report has been supported since R15 for inter-system mobility. For inter-system mobility, there are two kinds of failure types as follows:
-	Inter-system/ Too Late Handover: an RLF occurs after the UE has stayed in a cell belonging to an NG-RAN node for a long period of time; the UE attempts to re-connect to a cell belonging to an E-UTRAN node.
-	Inter-system/ Too Early Handover: an RLF occurs shortly after a successful handover from a cell belonging to an E-UTRAN node to a target cell belonging to an NG-RAN node; the UE attempts to re-connect to the source cell or to another cell belonging to an E-UTRAN node.
According to current inter-system MRO definition, there is only inter-system/Too late handover for the handover from NG-RAN to E-UTRA. This cannot cover the inter-system handover for voice fallback from NR to E-UTRA. For the voice fallback, the UE receives the handover command and performs the handover to the target E-UTRA cell. When HOF occurs during the handover for inter-system voice fallback, if there is a suitable E-UTRA cell, the UE enters idle state and performs RRC connection establishment with the E-UTRA cell. It is worth noting that the suitable cell belongs to the same RAT as the target. This case seems kind of inter-system HO to wrong cell. Therefore, this subcase cannot be covered by the existing inter-system MRO failures. If there is no suitable E-UTRA cell, the UE should revert to the source NR cell. This is kind of inter-system too early handover but has no or little relationship with the normal handover. Technically speaking, it is possibly not reasonable to consider it as inter-system/too early handover from NR to E-UTRA. 
RAN2 has confirmed that the RLF report indicate the voice fallback explicitly to assist the network to distinguish whether the inter-system HO is triggered due to poor NR signal quality or voice fallback. It seems unnecessary to introduce the separate new failure type for inter-system handover for voice fallback. 
With the previous discussion in mind, it is noted that the voice fallback failure is one of the connection failure due to inter-system mobility but cannot be covered by the existing inter-system MRO failures. Therefore, we prefer to define the voice fallback as one separate MRO failure type within the section 15.5.2.2.3 connection failure due to inter-system mobility in stage 2 in TS38.300.
Proposal 15: The TP is provided in the Annex for stage 2 description of failure type definition for inter-system inter-RAT HO from NR to E-UTRA triggered by voice fallback.
2.3.1 Whether and How to support shortly RLF after successful voicefallback HO
From RAN3 perspective, we analyse the support of case 1 and case 2, which are confirmed by RAN3#117-e meeting:
Consider Case 1-2 for MRO enhancements for inter-system inter-RAT handover for voice fallback:
-	Case 1: after failure (HOF/RLF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, a suitable E-UTRA cell is selected, and the UE tries RRC connection setup procedure for the voice service in the E-UTRA cell.
-	Case 2: after failure (HOF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, none suitable E-UTRAN cell can be selected, the UE reverts back to the configuration of the source PCell and initiates RRC re-establishment procedure in NR.
WA: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback. FFS on whether an explicit or implicit method is needed or not.
Case 1 should be divided into the following two sub-cases, which have different requirement of RLF report forwarding:
Case 1a: handover failure from source cell1 to E-UTRA cell1 occurs, a suitable E-UTRA cell2 is selected; 
Case 1b: handover from NG-RAN cell1 to E-UTRA cell 1 succeeds but shortly RLF in E-UTRA cell1 occurs, a suitable E-UTRA cell2 is selected.
In our understanding, UE records NR RLF report in case1a and LTE RLF report in case1b. That means, the LTE RLF report should at least include the voice fallback indication and previous NR PCell ID information to enable the E-UTRA node 1 to identify the source NR node upon receiving the LTE RLF report via Failure indication form the E-UTRA node 2.
Proposal 16: A LS to RAN2 that asks whether case1b can be supported:
handover from NG-RAN cell1 to E-UTRA cell 1 succeeds but shortly RLF in E-UTRA cell1 occurs, a suitable E-UTRA cell2 is selected.
If supported, consider the LTE RLF report enhancement to enable forwarding:
voice fallback indication and previous NR PCell ID.
Also there is an issue for forwarding of RLF report in case 1b. As with legacy connection failure due to inter-system mobility, an RLF shortly after successful handover from LTE E-UTRAN node to NR node and from UTRAN node to LTE E-UTRAN node has been specified in TS 38.300 and TS 36.00 in terms of RLF report forwarding. As with an RLF shortly after successful handover from NR node to LTE E-UTRAN node, the report forwarding needs to be discussed. We attempt to give a forwarding solution.
In order to deliver the RLF report to the source NR node, once UE reports LTE RLF report to E-UTRA node 2, E-UTRA node 2 sends a failure indication containing RLF report to E-UTRA node 1. E-UTRA node 1decodes the LTE RLF report to identify the previous NR node and transfer the explicit content of LTE RLF report to source NR node.
Proposal 17: If case 1b is included, RAN3 to discuss the forwarding procedure to support RLF shortly after successful handover from NR node to LTE node:
once UE reports LTE RLF report to connected E-UTRA node2, E-UTRA node 2 sends a failure indication containing RLF report to last serving E-UTRA node 1. Last serving E-UTRA cell1decodes the LTE RLF report to identify the previous NR node and transfer the explicit LTE RLF report to source NR node.

[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
[bookmark: OLE_LINK3]In this paper, we discuss miscellaneous enhancements, and we have the following observations and proposals:
MRO for CPAC
[bookmark: _Toc423020280]Proposal 1: Stick to too early CPA execution, which causes no confusion and is straightforward.
Proposal 2: Divide wrong candidate PSCell selection due to triggering node and candidate SN in case of CPAC execution to wrong PSCell.
Proposal 3: For the wrong candidate PSCell selection, the initial analysis to identify the possible problem node and the root cause analysis to verify whether it is the actual problem node are done this way:
· if it is MN initiated, MN performs initial analysis and the possible problem node performs the root cause analysis;
· if it is source SN initiated, source SN performs initial analysis and the possible problem node performs the root cause analysis.
Proposal 4: UE reports the following information in the SCGFailureInformation, which are similar as the corresponding IEs in RLF report.
a. The time elapsed between the two CPAC execution event, e.g., A3 and A5
b. The first fulfilled event e.g., A3 or A5
c. CPAC execution condition(s) fulfilled
Proposal 5: CPAC type/configuration relevant information listed as below can be derived by network implementation:
a. Information to differentiate CPA failure or CPC failure
b. An indication shows whether the failure is MN initiated CPA/CPC or SN initiated CPC
c. CPAC type, e.g.,CPA, MN initiated inter-SN CPC, SN initiated inter-SN CPC, SN initiated intra-SN
d. indication indicates that the SCG failure is due to CPAC
e. The latest configured CPAC configuration including the CPAC execution condition(s)
f. CPAC candidate PSCells identity
Proposal 6: CPAC type/configuration relevant information listed as below can be derived by network implementation:
a. an indication on whether a measured neighbour cell was configured as a CPAC candidate or not 
b. Candidate PSCell measurement results  
c. Target PSCell measurements
d. the latest neighboring cell measurement results 
e. Source PSCell info (cell ID and measurements)
f. Target PSCell ID
Proposal 7: Time relevant information listed as below can be derived by network implementation:
a. The time elapsed between the SCG failure in source SCG and the latest CPC configuration is received
b. timeSinceCPACReconfig
c. The time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
d. The time elapsed between reception of CPAC configuration and the CPAC execution
e. The time elapsed since the CPAC execution towards the target PSCell until the SCG failure
MRO for fast MCG recovery
Observation 1: Proper T316 setting is critical to make sure that UE is not wasting time to wait for a RRC message that will not arrive.
Proposal 8：UE include T316 elapsed time until SCG RLF/deactivation while T316 is running in RLF report for the optimization of T316 timer to enhance the fast recovery MRO.
Observation 2: Proper T316 setting is critical to make sure that UE has the possible maximum chance of successful fast MCG recovery.
Proposal 9: RAN3 consider fast MCG recovery near failure case, so RAN2 work on new kind of report for the optimization for T316 to avoid the failure of MCG recovery.
Observation 3: SCG deactivation while T316 running is due to the different perception of the link quality towards each other from the network side and UE side.
Proposal 10: SCG deactivation while T316 running as a specific kind of SCG status can be added in the RLF report.
Proposal 11: In case of MCG recovery failure due to SCG RLF, UE include the SCG RLF failure type in the RLF report: t310-Expiry, randomAccessProblem, rlc-MaxNumRetx, synchReconfigFailureSCG, scg-ReconfigFailure, srb3-IntegrityFailure.

Proposal 12: UE includes the exact SCG status (e.g., PSCell change/PSCell addition /SCG deactivation/SCG RLF) upon initiation failure of MCG recovery.
Proposal 13: In case of MCG recovery failure due to SCG RLF, UE include the failed PSCell ID in the RLF Report for the forwarding of RLF report to failed SN.
Proposal 14: It is beneficial for network to correlate the fast MCG recovery failure event with MCG RLF event efficiently, when UE records the MCG recovery failure on top of MCG RLF report.

Proposal 15: The TP is provided in the Annex for stage 2 description of failure type definition for inter-system inter-RAT HO from NR to E-UTRA triggered by voice fallback.

Proposal 16: A LS to RAN2 that asks whether case1b can be supported:
handover from NG-RAN cell1 to E-UTRA cell 1 succeeds but shortly RLF in E-UTRA cell1 occurs, a suitable E-UTRA cell2 is selected.
If supported, consider the LTE RLF report enhancement to enable forwarding:
voice fallback indication and previous NR PCell ID.
Proposal 17: If case 1b is included, RAN3 to discuss the forwarding procedure to support RLF shortly after successful handover from NR node to LTE node:
once UE reports LTE RLF report to connected E-UTRA node2, E-UTRA node 2 sends a failure indication containing RLF report to last serving E-UTRA node 1. Last serving E-UTRA cell1decodes the LTE RLF report to identify the previous NR node and transfer the explicit LTE RLF report to source NR node.
5. Reference
6. Annex 1-TP to TS38.300 for inter-system HO for voice fallback
Start of the change

[bookmark: _Toc46502096][bookmark: _Toc51971444][bookmark: _Toc52551427][bookmark: _Toc109153939]15.5.2.2.3	Connection failure due to inter-system mobility
[bookmark: _GoBack]One of the functions of Mobility Robustness Optimization is to detect connection failures that occurred due to Too Early, and Too Late inter-system handovers and inter-system Voice Fallback handovers. These problems are defined as follows:
-	Inter-system/ Too Late Handover: an RLF occurs after the UE has stayed in a cell belonging to an NG-RAN node for a long period of time; the UE attempts to re-connect to a cell belonging to an E-UTRAN node.
-	Inter-system/ Too Early Handover: an RLF occurs shortly after a successful handover from a cell belonging to an E-UTRAN node to a target cell belonging to an NG-RAN node; the UE attempts to re-connect to the source cell or to another cell belonging to an E-UTRAN node.
-	Inter-system/ Voice Fallback Handover: a handover failure occurs during the handover from a cell belonging to a NR node to a target cell belonging to an E-UTRA node; the UE attempts to re-connect to a cell belonging to an E-UTRAN node or reverts back to the source cell.
Detection mechanism
A failure indication may be sent to the node last serving the UE when the NG-RAN node fetches the RLF REPORT from UE by triggering:
-	The Failure Indication procedure over Xn;
-	The Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer procedure over NG.
In case the last serving node is an E-UTRAN node, the detection mechanism proceed as defined in TS 36.300 [2].
In case the last serving node is an NG-RAN node, the detection mechanisms for Too Late Inter-system Handover and, Too Early Inter-system Handover and Inter-system voice fallback Handover are carried out through the following:
-	Too Late Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the configured threshold, e.g., Tstore_UE_cntxt, and the first node where the UE attempts to re-connect is a E-UTRAN node.
-	Too Early Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is a recent inter-system handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the node that served the UE at the last handover initialisation are both E-UTRAN node.
-	Inter-system Voice Fallback Handover: the indication of a recent handover failure triggered due to EPS fallback for IMS voice is included in the RLF report.
The "UE reported timer" above indicates the time elapsed since the last handover initialisation until connection failure. The UE may make the RLF Report available to an NG-RAN node. The NG-RAN node may forward the information using the FAILURE INDICATION message over Xn or by means of the Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer over NG to the node that served the UE before the reported connection failure.
In case the failure is a Too Early Inter-system Handover, the NG-RAN node receiving the failure indication may inform the E-UTRAN node by means of the Uplink RAN Configuration Transfer procedure over NG. This may include the RLF report.
End of the change
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Title:	[DRAFT] LS on MRO for CPAC and fast MCG recovery
[bookmark: OLE_LINK57][bookmark: OLE_LINK58]Response to:	
[bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK61]Release:	Rel-18
Work Item:	NR_ENDC_SON_MDT_enh2-Core

Source:	Huawei [will be RAN3]
To:	RAN2
[bookmark: OLE_LINK45][bookmark: OLE_LINK46]Cc:	

Contact person:	Henrik Olofsson
	henrik.olofsson@huawei.com
Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org

Attachments:	

1	Overall description
RAN3 has analyzed the enhancement of SCG failure information for MRO for CPAC and RLF enhancement for MRO for fast MCG recovery, respectively.

For CPAC MRO, UE should only report the info which could not be derived by network implementation based on UE context: 
a. The time elapsed between the two CPAC execution event, e.g., A3 and A5
b. The first fulfilled event e.g., A3 or A5
c. CPAC execution condition(s) fulfilled

For MRO for fast recovery, UE should report:
a. SCG deactivation while T316 running as a specific kind of SCG status
b. The initiation failure cause of the fast MCG recovery, e.g., PSCell addition/change, T316 expiry, SCG RLF, SCG deactivation
c. The SCG RLF failure type,e.g., t310-Expiry, randomAccessProblem, rlc-MaxNumRetx etc.
d. The failed PSCell ID in case of MCG recovery failure due to SCG RLF
e. T316 elapsed time until SCG RLF/deactivation
f. RLF report for MCG recovery failure on top of MCG RLF report
g. T316 elapsed time in near failure case.
For MRO for inter-system inter-RAT handover triggered by voice fallback:
whether to support the case: handover from NG-RAN cell1 to E-UTRA cell 1 succeeds but shortly RLF in E-UTRA cell1 occurs, a suitable E-TURA cell2 is selected.
If supported, RAN2 consider the LTE RLF report enhancement to support the case: voice fallback indication and previous NR PCell ID

RAN3 respectfully asks RAN2 to take above information into account.
2	Actions
To RAN2 group
ACTION: 	RAN3 would like to ask RAN2 to take above into account.
3	Dates of next RAN3 meetings
Updated meeting schedule can be found at: https://portal.3gpp.org/?tbid=373&SubTB=381#/ 
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.5.7.3b.5 T316 expiry-
The UE shall: «
1> if T316 expires: -

2> initiate the connection re-establishment procedure as specified in 5.3.7.«
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