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1. Introduction
In last RAN3#118 meeting, R18 WI on RAN AI&ML was further discussed, some common understandings were achieved and some agreements/working assumptions for both Stage2 and Stage3 were reached as well [1] [2] [3] [4]. In this paper, further general considerations on the remaining common issues, e.g. the details of the agreed new procedure, potential NG impacts, further Stage2 descriptions, etc., were discussed with some suggestions being proposed. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Background
In RAN3#117bis-e meeting, some to-be-continued issues were identified [5] which in our understanding are not use case specific ones: 
-	Whether to capture in Stage 2 specifications message sequence charts to support AI/ML in NG-RAN depends on further progress and it is FFS.
-	WA: The new procedure is introduced to exchange AI/ML related information is data type agnostic, namely it can be used to transfer AI/ML data.
-	It’s FFS on whether more new procedures needed to transfer different types of AL/ML data (e.g., feedback, measurements for training/inference). 
-	The exact information to be included in this new procedure need to be discussed on a case by case basis.
-	In case new requirements are identified, it is FFS to tackle Solutions for AI/ML information exchange over the NG interface in R18
while, in RAN3#118 meeting, there was a follow-up Stage2 discussion which led to the following WA [6]:
WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.
In our understanding, those open issues above are common ones which should apply to all the three use cases. In the rest of this paper, we will try to have further discussions and analysis on each of them, and share our suggestions.
3. Discussion
3.1	NG impacts
The question was raised in [7] that if Xn interface is not available, all the to-be-agreed proposals should also apply to NG interface, i.e., the identified Xn AI/ML information exchange between neighbour gNBs can be revisited and extended to NG if applicable, including the current and predicted resource status as well as the current/predicted energy efficiency and energy state. 
In RAN3#117bis-e meeting, as summarized in [5], the majority shared the similar view that they don’t see the need to consider AI/ML-related info exchange via NG, and finally the following WA was achieved – even though RAN3 is open to re-discuss this WA in case new requirements are identified.
WA: Solutions for AI/ML information exchange over the NG interface are not considered as part of Rel18.
Here we should emphasize that there is a general principle worthy to be noted, that is, Xn and NG are two different interfaces: info forwarding through AMF over two NG interface is obviously not the main purpose of NG, needless to say the additional delay and traffic load caused by this NG-based info exchange among gNBs. Back to the concrete scenario here for RAN AI/ML, the information to be exchanged mainly serve as the input for model training or inference, this might require a frequent and massive exchange for which NG interface is not a proper transporting channel; in addition, some of info might have real time requirements which also impose additional burden over NG interface. Meanwhile, since this was not discussed during SI phase and not was included in the WID scope, it is important to focus on the Stage3 impacts over Xn interface. 
We also already agreed that after Xn related issues/impacts are concluded, we should continue to work on F1/E1 details. With such analysis and understandings above, we would like to propose to turn the WA above into agreements, i.e. NG impacts should not be considered in Rel-18.
Proposal 1: Turn this WA into agreement: “WA: Solutions for AI/ML information exchange over the NG interface are not considered as part of Rel-18.”
3.2	Remaining open issues for the agreed procedure
In RAN3#117bis-e meeting, it was further agreed that the new procedure over Xn used for AI/ML related information shall be use case agnostic, and the remaining open issues could be seen above section 3.1 which are copied below:
-	WA: The new procedure is introduced to exchange AI/ML related information is data type agnostic, namely it can be used to transfer AI/ML data.
-	It’s FFS on whether more new procedures needed to transfer different types of AL/ML data (e.g., feedback, measurements for training/inference). 
-	The exact information to be included in this new procedure need to be discussed on a case by case basis.
The main issue here is what kind of info could be included/transferred using this new procedure, in addition to the predicted information which was agreed in RAN3#117-e meeting. 
Observation 1: The main open issue for the agreed new procedure are, what info else could be included/transferred using this new procedure, in addition to predicted information.
Such issue has been extensively discussed in RAN3#118 meeting, but there was no strong majority among companies in having AI/ML support in NG-RAN via data type agnostic procedures (this is still a WA). Taking all the discussions happened so far, we could see that the info to be exchange over Xn concerning the support of the AI/ML function mainly would include predicted info (e.g. resource, trajectory, traffic, power consumption, etc.) as well as performance feedback info (e.g. energy efficiency, throughput, packet delay, packet loss, etc.); some of these info are use case specific, e.g. energy efficiency related info which is mainly about the use case of energy saving, while some of them are common, e.g. trajectory related info. In our understanding, as long as there is a request and response mechanism for AI/ML info exchange, there is no need to introduce additional mechanism and procedures for requesting performance feedback info. 
[bookmark: _Hlk117867180]Of course, for the details of such info, as mentioned just now, some are use case specific and some are common, the details should be discussed on use case basis.
Observation 2: The information included/transferred using this new procedure mainly could include predicted info and performance feedback info, some of which are use case specific while some are common.
Proposal 2: The new agreed procedure could be used for transferring prediction info and performance feedback info as well, the details should be discussed on use case basis.
Proposal 2bis: Turn this WA into agreement: “WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.”
Taking a further step, we could see that among such information, most of them are cell-level or node-level, which could be handled by a non-UE-associated procedure; while some of them are UE-specific, i.e. handover failure and cell-based UE trajectory prediction. 
For handover failure indication, actually this is an existing mechanism which could be conveyed through the HO failure message or made available from the HO failure report in SON or from the UE RLF report; while for the cell-based UE trajectory prediction information RAN3 agreed in RAN3#118 meeting that such info is transferred to the target gNB via the Handover Request (i.e., the existing procedure).
With the analysis above, we could see that most of info to be exchanged over Xn could be handled by the agreed new non-UE-associated procedure; while for the UE specific info, what we could identify on the table up to now is handover failure info, which could either be handle by the existing mechanism or the agreed new non-UE-associated procedure. Thus we think whether a dedicated UE-associated procedure is needed is still pending on whether new UE-specific info are identified and whether such new info could be not transferred with the agreed new non-UE-associated procedure, and such new info should be use case dependent.
Observation 3: Most of info to be exchanged over Xn are cell- or node-level, which could be handled by the agreed new non-UE-associated procedure;
Observation 3bis: For the identified UE-specific info so far, i.e. handover failure, they could be transferred either by the agreed new non-UE-associated procedure or by the existing mechanisms.
Proposal 3: Before deciding to introduce a new UE-associated procedure, new UE-specific info should be investigated on use case basis.
As could be seen from the analysis above, for the identified UE-specific info so far, i.e. handover failure, it could be handled either by the non-UE associated message or by the existing mechanism. In addition, even the agreed UE performance feedback info, e.g. cell-level UL/DL throughput, it could also be transferred with existing procedure, say, resource status procedure which is currently used to transfer cell-level resource status info, it is a straight forward thinking that such info could also be handled in the resource status procedure. Meaning while, it is obvious that some existing procedures would anyway be used, for example, to exchange some HO failure info over existing SON report or exiting HO failure message; on the other hand, we would also agree that which existing procedure to be used should also be discussed use case by use case.
[bookmark: _Hlk118215709]Proposal 4: The exiting procedure should be used for transferring UE-specific info, which existing procedure to be used should be discussed use case by use case also depending on the type of UE-specific info to be transferred.
3.3	Stage 2 update
In RAN3#117bis-e meeting, some Stage2 TPs were agreed, with more descriptions on general principles and mechanisms for the support of the RAN AI/ML function, while there were further agreements which could be further captured in the Stage2 spec, including:
Procedures used for AI/ML support in the NG-RAN shall be use case agnostic. 
The cases of i) Model Training and Model Inference at the NG-RAN and ii) Model Training at OAM and Model Inference at the RAN, make use of the same procedures, with the exception that procedures for exchange of training data and feedback data (which is not related to model performance feedback) will be different for i) and ii).
Legacy information that are used to support AI/ML are transferred via existing legacy procedures (no need to signal them via other procedures) 
In addition, we also think some of the proposals in this paper should also be captured in Stage2 spec, e.g. proposal 2/4.
Proposal 5: RAN3 to agree Stage2 updates to 38.300 capturing further agreements reached in RAN3#117bis-e and RAN3#119 meetings.
The corresponding TP could be seen in Annex-2.
3.4	LS to SA5
In previous RAN3 meetings, a general issue was also mentioned, i.e., what kind of AI/ML performance feedback info would help to evaluate/improve the trained AI/ML model performance/accuracy. On this issue RAN3 reached some agreements, see below:
From RAN3#117-e
For all three use cases: The following information should be specified as a start point on the basis of TR37.819: 
 - Predicted resource status information over Xn
- UE performance (e.g, UL/DL throughput, packet delay, packet loss)
From RAN3#117Bbis-e
Support the following UE performance information to be sent for feedback purposes: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate.
In our understanding, we think the overall Energy Efficiency evaluated after the applicability of a certain AI/ML based ES strategy/action could also be used as performance feedback for energy saving case, see our paper in [8]. 
With these agreements and proposals, for the scenario where AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB, performance feedback info should be provided to OAM, so that OAM could take further actions according, thus we think an LS should be sent to SA5 from RAN3 to make them aware of the RAN3 agreements. The draft LS could be seen in the Annex-1. 
Proposal 6: Agree to send an LS to SA5 to make them aware of the RAN3 agreements on performance feedback info.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
Based on the discussion in this paper, we reach the following observations and proposals.
[bookmark: _Toc423020280]Observation 1: The main open issue for the agreed new procedure are, what info else could be included/transferred using this new procedure, in addition to predicted information.
Observation 2: The information included/transferred using this new procedure mainly could include predicted info and performance feedback info, some of which are use case specific while some are common.
Observation 3: Most of info to-be-exchanged over Xn are cell or node level, which could be handled by the agreed new non-UE-associated procedure;
Observation 3bis: For the identified UE-specific info so far, i.e. handover failure, they could be transferred either by the agreed new non-UE-associated procedure or by the existing mechanisms.
Observation 4: If validity time for a prediction is used as a local node model output, there should be no standard impact.
Proposal 1: Turn this WA into agreement: “WA: Solutions for AI/ML information exchange over the NG interface are not considered as part of Rel-18.”
Proposal 2: The new agreed procedure could be used for transferring prediction info and performance feedback info as well, the details should be discussed on use case basis.
Proposal 2bis: Turn this WA into agreement: “WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.”
Proposal 3: Before deciding to introduce a new UE-associated procedure, new UE-specific info should be investigated on use case basis.
Proposal 4: The exiting procedure should be used for transferring UE-specific info, which existing procedure to be used should be discussed use case by use case also depending on the type of UE-specific info to be transferred.
Proposal 5: RAN3 to agree Stage2 updates to 38.300 capturing further agreements reached in RAN3#117bis-e and RAN3#119 meetings.
Proposal 6: Agree to send an LS to SA5 to make them aware of the RAN3 agreements on performance feedback info.
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6. Annex - 1
Title:	[Draft] LS on R18 RAN AI/ML about performance feedback info
[bookmark: OLE_LINK58][bookmark: OLE_LINK57]Response to:	
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Work Item:	AI/ML for NG-RAN (NR_AIML_NGRAN-Core)

Source:	Huawei [will be RAN3]
To:	SA5
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Contact person:	Yang Xudong
	yangxudong@huawei.com
	+86-21-38900808
Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org

Attachments:	

1	Overall description
As SA5 has already learned that, for this WI on AI/ML for NG-RAN, RAN3 agreed the following two scenarios:
•	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
•	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
RAN3 would like to inform SA5 that RAN3 further agreed to introduce some performance feedback info which is collected after action is taken according to inference results, such feedback info will be provided to model training side which could help to improve the performance/accuracy of the trained model, see below:
· UE performance information: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate.
· Node-/cell-level performance information: overall Energy Efficiency 
RAN3 understands that definition of such information was already available in SA5 specs, and such info should be provided to OAM for the scenario where AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
2	Actions
To SA5 
ACTION: 	RAN3 would like to ask SA5 to take the agreements into account and take further actions accordingly if SA5 believes it is needed, and update RAN3 if any further progress is made.
3	Dates of next RAN3 meetings
Updated meeting schedule can be found at: https://portal.3gpp.org/?tbid=373&SubTB=381#/ 
RAN3#119		2023-02-27 – 2023-03-03		Athens, GR
RAN3#119bis-e	2023-04-17 – 2023-04-26		Online
RAN3#120		2023‑05‑22	2023‑05‑26		Incheon, South Korea

Annex - 2: TP to 38.300
******************************Start of  Change*****************************************
X.X AI/ML for NG-RAN
X.X.1 General
AI/ML for NG-RAN, as a RAN internal function, is achieved by using Artificial Intelligence (AI) and Machine Learning (ML) techniques.
The objective of AI/ML for NG-RAN is to improve network performance and user experience, through analysing the data collected and autonomously processed by the NG-RAN, which can yield further insights, e.g., for Network Energy Saving, Load Balancing, Mobility Optimization.
X.X.2 Mechanisms and Principles
The AI/ML function requires inputs from neighbour NG-RAN nodes (e.g. predicted information, feedback information, measurements) and/or UEs (e.g. measurement results), in support to AI/ML processes such as AI/ML Model Inference and AI/ML Model Training. 
AI/ML algorithms and models are out of 3GPP scope, and the details of model performance feedback are also out of 3GPP scope.
For the deployments of RAN intelligence, following scenarios may be supported:
•	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
•	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
[bookmark: _GoBack]For the senario where AI/ML model training is located in the OAM, the inputs will be sent to OAM from NG-RAN directly which is in the scope of SA5 specs. While for the other seanrio where the necessary AI/ML related info to be exchanged between RAN nodes, such info, e.g. predicted information or feedback information as mentioned above, could be transferred via a use case agnostic AI/ML dedicated procedure, and legacy information (e.g. measurements) will be transferred via existing legacy procedures. 
******************************End of  Change*****************************************
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