
3GPP TSG-RAN WG3 #119	R3-230252
Athens, Greece, 27th February – 3rd March 2023	

Source:	CATT
[bookmark: Title]Title:	Discussion on XnAP impacts of energy saving metrics
[bookmark: Source]Agenda Item:	12.2.2.3
[bookmark: DocumentFor]Document for:	Discussion and decision

1. Introduction
This discussion paper focuses impact on XnAP of AI/ML of energy saving metrics IEs.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Current own energy efficiency
We confirmed last meeting that:
	It’s the common understanding that AI/ML based energy saving aims to optimize the overall energy efficiency of the coverage of a gNB and its neighbours.


A straightforward interpretation of this common understanding is that, the overall energy efficiency can be an input (or more precisely, an input to calculate the “reward”) of the AI/ML model. A typical procedure of AI/ML-based energy saving can be following:


[bookmark: _Ref78466357]Figure 1: Typical work flow for AI/ML-based energy saving (reinforcement learning).
· Step 1: Node 1 decides to (try to) turn off a cell. Assume this cell “Cell A”. Cell A has two neighbours: Cell B and Cell C. Cell B belongs to Node 1 whereas Cell C belongs to another RAN node, Node 2.
· Step 2: Node 1 requests (for one-shot report as an example) Node 2 to provide its own energy efficiency measurement, or ideally, the energy efficiency measurement of Cell C. Node 1 also records the measurement of its own. Node 1 then deduces the overall energy efficiency before its planned energy saving action.
· Step 3: Node 1 takes the energy saving action, i.e., offloading all UEs in Cell A toward Cell B or Cell C, and then turning off Cell A.
· Step 4: Node 1 requests Node 2 to provide its own measurement again, and then deduces the overall energy efficiency after the energy saving action.
· Step 5: Node 1 compares the overall energy efficiency before the energy saving action with the one after this action, and may take other factors into consideration as well, e.g. UE performances.
· Step 6: If the performance (especially the overall energy efficiency) after the action is better than the one before the action, Node 1 considers the action correct. Otherwise, Node 1 considers the action wrong. The AI/ML model is then updated accordingly.
Nevertheless, using the overall energy efficiency in the decision step is also possible:


Figure 2: Typical work flow for AI/ML-based energy saving (supervised learning).
· Step 1: Node 1 decides to (try to) turn off a cell. Assume this cell “Cell A”. Cell A has two neighbours: Cell B and Cell C. Cell B belongs to Node 1 whereas Cell C belongs to another RAN node, Node 2.
· Step 2: Node 1 requests (for one-shot report as an example) Node 2 to provide its own energy efficiency measurement, or ideally, the energy efficiency measurement of Cell C. Node 1 also records the measurement of its own. Node 1 then deduces the overall energy efficiency before its planned energy saving action.
· Step 3: [Online training flavour for example—for offline flavour Step 3 is performed after Step 5] Node 1 predicts the overall energy efficiency after the action by using the AI/ML model.
· Step 4: Node 1 takes the energy saving action, i.e., offloading all UEs in Cell A toward Cell B or Cell C, and then turning off Cell A.
· Step 5: Node 1 requests Node 2 to provide its own measurement again, and then deduces the ground truth of overall energy efficiency after the energy saving action.
· Step 6: Node 1 compares the prediction it made in Step 3 and the ground truth it got in Step 5. The AI/ML model is then updated accordingly.
Although the AI part uses supervised learning instead, the general workflow observed outside is entirely the same (and maybe all the numbers within calculation as well). So for simplicity we can talk about only the first work flow.
Observation 1: A typical interpretation is to use the overall energy efficiency as an input for AI/ML model, i.e. an input of calculating the reward in reinforcement learning.
Energy efficiency for NG-RAN is defined in Section 6.1.1 of TS 28.310 as , where  is the data volume (i.e. traffic) and  is the energy consumption. Similar definition can be found in TS 28.554 as well. Although some companies challenged such definition last meeting (somehow tagged FFS), we still consider it well-defined and convenient for multi-vender operation.
Nevertheless, a reasonable alternative can be the , i.e. only the total energy consumption is used as an input for calculating the “reward”. We acknowledge that such “EE” can also work for most cases, but maybe using it together with  is more robust, considering that the DV of the coverage of a gNB and its neighbours can often change drastically in a short period of time and cause the EC change drastically in parallel. If EC is used solely, Node 1 in the abovementioned example is unable to distinguish whether a rise in total EC (as calculated in Step 5) is caused by bad energy saving action or simply by a rise in total DV.
For summary, we think the following two types of “energy efficiency” is practical (suitable to be used as inputs for AI/ML):
· The plain overall  defined in TS 28.310 (or TS 28.554), of a node and its neighbours combined;
· The total , together with the total , of a node and its neighbours combined respectively.
Last meeting four options were raised:
	Option 1: Indicating the value of the ratio of data volume over energy consumption directly
Option 2: Define the EE metric in a more abstract way using a quantitative encoding, e.g., using EE values on a linear scale from 0 to 100.
Option 3: The metric of Energy Efficiency exchanged between NG-RAN nodes is an Energy Consumption related to an additional load. And exchanged EE metric between neighboring NG-RAN nodes is defined in the interval [0, 100].
Option 4: Deliver both data volume and energy consumption over RAN interfaces to let the requesting node calculate the overall DV and over EC of the specific area and thereby drive the overall EE.


It’s clearly that only Option 4 works.
The reason that Option 1 does not work is that, one cannot get the overall DV/EC quotient by operating individual DV/EC quotients, e.g.:
· Case A: Node1: DV=200, EC=20, DV/EC=10; Node2: DV=80, EC=80, DV/EC=1; overall DV/EC=2.8.
· Case B: Node1: DV=800, EC=80, DV/EC=10; Node2: DV=20, EC=20, DV/EC=1; overall DV/EC=8.2.
· Although Node3 receives DV/EC=10 from Node1 and DV/EC=1 form Node2, it is still not sure whether the overall DV/EC is 2.8 or 8.2.
The reason that Option 2/3 does not work is similar: one cannot get the overall EE or total EC by operating two or more (0..100) integers. Such integers are quotients as well (real-time value divided by the maximum value), and similar mathematical difficulty is encountered as in Option 1.
Therefore, what should be delivered over RAN interfaces should be the data volume and the energy consumption separately, rather than the quotient.
Proposal 1: In order to get the total energy efficiency of a node and its neighbour combined, the data volume (i.e. traffic) and the energy consumption should be delivered separately over RAN interfaces.
However there is not any necessity to get the precise per-QoS-level or per-slice data volume as defined in TS 28.552. And for the case of split gNB, it is actually impossible to get any per-F1-U/Xn-U data volume as F1-U/Xn-U tunnels are allocated per DRB and the gNB-CU-UP is never told whether a 38.425 tunnel is an F1-U one or an Xn-U one. A simple per-node “total DL data volume” and “total UL data volume” may be the most practical solution. The error caused by Xn-U tunnels is negligible as our goal is to optimise the energy efficiency of many RAN nodes combined rather than one node.
Proposal 2: The data volume provided over RAN interfaces should be the per-node “total DL data volume” and “total UL data volume” of the providing node, which is the most practical solution.
2.2. Predicted own energy efficiency
For predicted own energy efficiency, we think the predicted data volume and the predicted energy consumption of the providing node should be provided separately likewise.
Proposal 3: It should be supported for a node to deliver both its current and its predicted energy efficiency metrics (i.e. data volume + energy consumption) over RAN interfaces.
2.3. Validity time and Accuracy
Validity time and accuracy for energy saving should follow the same principle as the ones for load balancing, which is discussed in [1].
3. Conclusion
Observation 1: A typical interpretation is to use the overall energy efficiency as an input for AI/ML model, i.e. an input of calculating the reward in reinforcement learning.
Proposal 1: In order to get the total energy efficiency of a node and its neighbour combined, the data volume (i.e. traffic) and the energy consumption should be delivered separately over RAN interfaces.
Proposal 2: The data volume provided over RAN interfaces should be the per-node “total DL data volume” and “total UL data volume” of the providing node, which is the most practical solution.
Proposal 3: It should be supported for a node to deliver both its current and its predicted energy efficiency metrics (i.e. data volume + energy consumption) over RAN interfaces.
Based on the proposal, we draft 2 Stage 3 TPs [2][3].
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