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1 Introduction
In previous RAN3 meeting, we discussed the timing and accuracy information of the prediction and reached following agreements:
	How to indicate validity time (e.g., implicitly with a new prediction when the previous prediction becomes invalid, explicitly with every prediction in the AI/ML output or by the request to the prediction) shall be discussed on a case by case basis.


But there are still some open issues need further study:
	Open issues:

It is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested.  

Whether there is a need for prediction accuracy at a receiving node is FFS.


In this document we discussed the open issues on validity time and prediction accuracy and give our consideration and proposals.
2 Discussion

2.1 Validity time
In RAN3#117bis e-meeting, companies discussed about whether to indicate the validity time for the AI/ML predicted information. Moreover, there is also a remaining issue about whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested. 

It is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested.  
About the definition on the validity time of the predicted information, we think that the validity time refers to the time instant/time period corresponding to the prediction information. Without this time information, the prediction information will lack reference significance for the NG-RAN node that receives the prediction information, and it may not be directly available for subsequent AI model training or AI model inference.
For AI/ML information reporting, there are three possible reporting options:

1) One-time reporting

2) Periodic reporting
3) Event-based reporting (how to determine an event is FFS)
As the Event-based reporting is still under discussion and need more clarification on the scenario and benefit, we will discuss the one-time and periodic first, and evaluate whether the validity information is needed in the two cases. 
For one-time reporting, we think the requesting node which want to get the prediction information form neighbour nodes should provide the timing information corresponding to the prediction information, for example, the predicted number of RRC Connections of next 1 hour. Without the timing information, the neighbour nodes cannot provide the desired prediction information, and the prediction information has little reference significance to the requesting node. By indicating the timing information in the request message, the neighbouring nodes need to generate prediction information according to the timing information carried in the request information, and feedback the request node in time. The validity time of the prediction information is consistent with the timing information in the request message.

For periodic reporting, we think the requesting node should indicate the reporting period of the prediction information in the request message, then the neighbour nodes provide the prediction results follow the reporting period. The validity time can be deduced from the reporting period and need not be explicitly signalled to the requesting node.
Proposal 1: The requesting node should include timing information in order to indicate for which time a prediction is requested, e.g.

 1) Start Time and Time duration;
 2) Start Time and Reporting Period.
Proposal 2: The validity time of the prediction information can be deduced from the timing information provided in the request message, there is no need to explicitly indicate the validity time towards the requesting node. 

2.2 Prediction accuracy 

In previous RAN3 meeting, whether and how can a NG-RAN node understand the prediction accuracy has been discussed without consensus.

Whether there is a need for prediction accuracy at a receiving node is FFS.
During the discussion, some companies think it is beneficial to provide the prediction accuracy to the receiving node, because the accuracy information is an important reference and can help the receiving node make decisions. However, in AI/ML study, evaluating an AI model is multi-dimensional and data dependent, making it difficult to evaluate a AI model performance based on the accuracy rate.
For regression problems, after an AI model is trained, the accuracy rate (such as MSE) of the AI model can be calculated on the testing date set. However, this accuracy cannot accurately reflect the effectiveness of the AI model in actual deployed scenario, because the performance of AI model is greatly affected by the data set. If the test set and the actual data are different, the model with high accuracy rate on the test set may not perform well when applied to the actual scenarios. In actual scenarios, the AI model needs to be constantly monitored and retrained if needed. 
For classification problems, the accurate rate can be calculated on the testing data set as well, however the accurate rate cannot fully evaluate the performance of the AI model, for which an AI model with high accurate rate may also accompanied with low recall rate, the prediction results for such kind of AI model may not be reliable.

Moreover, once a AI model is trained, its accuracy rate on the data set is unchanged, but over time, the model's performance in real scenario may deteriorate (due to real-time data changes, resulting in a larger gap with the test set), so for the node performing model training (e.g. NG-RAN or OAM), it needs to constantly decide whether to retrain and update the AI model based on the real time performance feedback. In addition, for the AI model with low accuracy rate, the node that trained the model should decide to discard the model, so for an AI model that has been applied in the network, it can be understood that its accuracy rate is in line with the requirements.
From our point of view, we think for AI-based NG-RAN, we can't just use the accuracy rate calculated on the dataset to evaluate how good a model is, the reference of accuracy rate is inadequate. Therefore, there is no need to transfer the prediction accuracy information over Xn interface for the receiving node.
Proposal 3: There is no need to transfer the prediction accuracy information over Xn interface for the receiving node.
3 Conclusion
In this paper, we discussed the open issues on validity time and prediction accuracy and give our proposals as below: 
Proposal 1: The requesting node should include timing information in order to indicate for which time a prediction is requested, e.g.

 1) Start Time and Time duration;

 2) Start Time and Reporting Period.
Proposal 2: The validity time of the prediction information can be deduced from the timing information provided in the request message, there is no need to explicitly indicate the validity time towards the requesting node. 

Proposal 3: There is no need to transfer the prediction accuracy information over Xn interface for the receiving node.
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