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 Introduction

Following issues are covered in this TP and discussion paper based on SA2 feedback/response:

TP to 38.413 and RAN3 discussions on IDs to enable gNB to be aware of the same MBS broadcast service on NG-C signaling (short answer: SSM)

network sharing for location dependent MBS service (can we bypass the Area Session ID?)

shared NG-U tunnel solution options (shall we let them play with fire?)

network sharing for multicast, or not (maybe not)

F1AP impacts from MOCN sharing case (something similar)

 SA2 feedback on network sharing for MBS
RAN3 #118 meeting agreed to leave the possible down selection on the solution framework for network sharing. Per SA2 progress (LS to RAN WGs, R3-230028) as in TR 23700-47-i00.

8.2
Key Issue #2:
MOCN network sharing

For conclusions, the following aspects will be considered:

-
For solutions where the broadcast MBS sessions for different PLMNs are established towards a NG-RAN node, the NG-RAN node shall be able to identify the same MBS service and avoid multiple deliveries over radio.

-
A solution compatible with Rel-17 UEs is preferred.

-
A solution compatible with Rel-17 NG-RAN is preferred.

-
The AF may provide associated session identifier (SSM used by AF) additionally to the NG-RAN nodes via 5GC so that the shared NG-RAN nodes can determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service (i.e. Soln#2 and Soln#7 SSM option), or

-
The association of MBS session identifiers may be configured in NG-RAN, where there is no requirement on AF to provide associated session identifier.

-
It should be possible not to establish all the shared delivery tunnels to the same NG RAN from different PLMNs for the same MBS service.
-
The solution should support the scenario where all NG-RAN nodes are shared by PLMNs and the scenario where only part of the NG-RAN nodes are shared by PLMNs.
Key observations we can make from the recent progress of SA2 stage 2 study (especially for the identifier from 5GC, and NG-U tunnel options for the shared tunnel, as highlighted above):

The associated session identifier is SSM used by AF, via 5GC, based on which the shared NG-RAN nodes can determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service.
The NG-U tunnel is optionally setup as of SA2 suggestion.
Based on above observation we have the following discussion.
 the MBS AF level identifier for MBS sharing.
Various solution were proposed in SA2 on the MBS AF level identifier. It was eventually determined by SA2 that an Source Specific Multicast (SSM) IP Multicast address will be used. In the SSM IP multicast scheme, the traffic is identified by the IP multicast address together with the source IP unicast address.
Use SSM IP multicast address (i.e., IP multicast address, with IP source unicast address) as the MBS AF level identifier to determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service.
# the case for location dependent MBS.

Latest progress in RAN3#118 meeting suggest further consideration on location dependent MBS service.

	For location dependent MBS service, the NG-RAN node should associate the relevant shared area corresponding to area session ID, FFS on how to handle different area session IDs allocated from different PLMNs, and whether and how to handle different service areas associated with the area session IDs.


There are several issues observed (for the same service),
the area session ID might be different allocated from different PLMNs,
the service areas associated with the session IDs might be different as well.
Whether and how to handle above difference shall be resolved in WG RAN3. 

Before going further, let's have a look how MBS session ID and Area Session ID work:
both MBS session ID and Area Session ID are allocated by MB-SMF of each PLMN (so one should assume they are different).

"The Area Session ID is used, in combination with MBS Session ID, to uniquely identify the service area specific part of the content data of the MBS service within 5GS". (as in TS 23.247 6.2.3
Location dependent MBS service)

"MB-SMF allocates Area Session ID for each MBS services area which is unique within the MBS session. MB-SMF needs to further ensure there is no MBS service area overlapping with other MBS service areas that share the same MBS Session ID."  (as in TS 23.247 6.2.3 Location dependent MBS service)

Since different Area Session ID do not overlap, it is safe to say that the area information itself could define a unique flow to MBS traffic. For example, for cell or TAI associated with one MBS session ID and Area Session ID pair, the cell and TAI itself could be used together with MBS session ID to uniquely identify the same content. 

Therefore even the area session ID might different, the cell and TAI info associated with the MBS session ID, could be used to identify the MBS sessions with the same content. Meanwhile, it is possible that the cell list or TAI list are not fully aligned which is possible, e.g., different PLMN might have different MBS broadcast service coverage, based on different SLA. However, gNB is still be able to identify based on the MBS AF level identifier and the cell/TAI info, i.e., Area Session ID could be bypassed in this phase. That is, as long as there is common cell/TAI info in the session info ,and the MBS AF level identifier are the same, the two MBS sessions from different PLMN are transmitting the same content. 

One might think what if there is no common cell or TAI info? Well, in such case we don't need to consider network sharing for MBS in the first place! We'd like to propose:
As long as there is common cell/TAI info in the service area info per Area Session ID, and the MBS AF level identifier are the same, the MBS sessions from different PLMNs are transmitting the same content.
Based on the above analysis, we are aware that the MBS AF level identifier, if configured, shall be per MBS session per Area session ID. 

MBS AF level identifier shall be per MBS session per Area session ID (if configured).

Therefore we have presented a TP based on such principle. RAN3 is suggested to discuss this TP based on SA2 progress and above analysis.
Agree the TP proposed in Annex section 5.

 shared NG-U tunnel solution.

In previous discussion, 4 options were summarized as in RAN3#118 chair notes:
4. Shared NG-U tunnel:

- Option 1: establish the NG-U tunnels for each session for different PLMNs

- Option 2: establish only one NG-U tunnel for multiple session from different PLMNs 

- Option 3: establish one primary NG-U tunnel and one backup NG-U tunnel for multiple session from different PLMNs

- Option 4: NG-RAN node implementation decision on how many NG-U tunnels to be set up

Option 2/3 can be considered as different implementation methods of option 4, network based on implementation to decide only one, multiple, or even giving them names, e.g., primary or backup. It was further polished into the following wording during offline discussion, "Option 1 is a subset of option 4, and option 1 does not require stage3 impact, it is FFS whether option 4 should be restricted to option 1 only." However no agreements was made on whether enhancement is needed.

The key here is whether gNB is allowed to NOT establish one tunnel for one specific broadcast session instance among all, e.g., RAN has recognized that there are already NG-U tunnel of sessions of the same content had been setup. Per SA2 guide, it should be allowed not to establish all the shared tunnel, that is to say, some of the tunnel is not setup.
23700-47-i00

It should be possible not to establish all the shared delivery tunnels to the same NG RAN from different PLMNs for the same MBS service.

It is fair to have such optimization, as it saves NG-U resources. And also be aware gNB is in control. One might worry there will be service outage if some of the PLMNs unplug the tunnel from 5GC side. Again, gNB is in control: if gNB is playing with fire, we shall assume the risk is well under control, e.g., option 3 can come to help. It is network implementation anyway.
SA2 suggests that the shared tunnel can be optionally established.
Network takes whatever strategy to ensure the SLA/QoS/Service continuity, by implementation.
But how shall we enable this from spec perspective? Current RAN3 procedure for establishing NG-U tunnel for broadcast session is the following:

5GC initiates MBS broadcast session setup, by "BROADCAST SESSION SETUP REQUEST", in which the IP multicast address is optionally provided per Area Session ID if for location dependent service.
gNB echoes the setup request by providing "BROADCAST SESSION SETUP RESPONSE", in which an IP unicast address is offered.
If IP multicast is enabled (i.e., 5GC offers this option, and gNB accepts), nothing needs to be enhanced. Tunnel is an virtual concept in case of IP multicast on NG-U.

If IP unicast is chosen by gNB (whether 5GC offers the IP multicast option or not), gNB shall be able to NOT offer the IP unicast address for DL. Since this info is already optional in the ASN.1, it seems nothing needs to be enhanced either. However, there might be cases one or more PLMNs want to stop broadcasting. Therefore it should be allowed for one gNB to request to start the data DL transmission. An obvious solution is to enable gNB to modify the tunnel info proactively, e.g., in a gNB triggered MBS Session Modification. // a missing feature from Rel-17

To enable above feature, we propose:

Define a new message, e.g., MBS Session Modification Required, triggered by gNB, to enable gNB to start offering DL IP unicast address or modifying DL IP unicast address.

5GC of course shall not see a gNB not offering DL UP unicast address as an error, but a feature.

LS SA2 above decision that MBS Session Modification Required is to be defined, and 5GC shall not see a gNB not offering DL UP unicast address during broadcast session management procedure.
 network sharing for multicast, or not.

Whether network sharing for multicast shall be specified depends on SA2 discussion. Per RAN plenary guide, RAN3 focuses on broadcast, and further coordinate with SA2 on multicast.
TSG RAN considers that from technical point of view support of resource efficiency for MBS reception is beneficial regardless of the MBS session type (broadcast / multicast).

TSG RAN suggests RAN3 to focus on the work on the broadcast service for resource efficiency improvement for MBS reception in RAN sharing scenario, and to further coordinate with SA2 on the applicability of the solution to multicast service when needed. 

Action To SA2 and SA:

TSG RAN kindly asks SA2 and SA to take the above information into account for their further work and coordinate with RAN and RAN3 if needed.

Based on SA2 latest progress and discussion (R3-230026),

There is no Rel-18 study SA2 work on 5G MOCN network sharing for multicast:

The SA2 SID SP-211645 only contains an objective to study 5G MOCN network sharing for broadcast:

WT#1.2
Study feasible and efficient resource utilization for the same broadcast content to be provided to 5G MOCN network sharing scenarios (i.e., multiple CNs are connected to the same NG-RAN);

The related key issue 2 in TR 23.700-47 is also restricted to broadcast.

SA2 did not reach consensus on whether it is possible to add support of MOCN for multicast in Rel-18.

it was confirmed that,
multicast is not in the scope of Rel-18 study phase in SA2.

no consensus whether it is possible to add support of MOCN for multicast in Rel-18.

From RAN perspective, it might be a bit awkward without SA2 support, and the phase we are in, in Rel-19.
It is technically challenging to include MOCN for multicast in Rel-18 in RAN3, considering that: there is no study from SA2, and the phase of RAN3 is in (almost stage 3 in RAN WGs).
Therefore it is suggested that, RAN3 to specify support on network sharing only for broadcast in Rel-18, i.e., no support of network sharing for multicast.
RAN3 to specify support on network sharing only for broadcast in Rel-18, i.e., no support of network sharing for multicast.
 F1AP impacts from MOCN sharing case.

	RAN3 #118 meeting chair notes
F1 impact:

The gNB-CU provides the MBS RAN Sharing efficiency Information received from CN (if received) to the gNB-DU in F1AP: BROADCAST CONTEXT SETUP REQUEST message. The name and details of "MBS RAN Sharing efficiency Information" are FFS.
"MBS RAN sharing efficiency information" == "information enabling the gNB to identify the MBS sessions among which resource efficiency for MBS reception in RAN sharing scenarios can be applied"

In case of RAN Sharing with multiple cell-ID broadcast, each logical gNB-DU will receive within the F1AP: BROADCAST CONTEXT SETUP REQUEST message the MBS RAN Sharing efficiency Information received from CN (if received).

Solution for MOCN sharing case?


We have two issues left per RAN3 #118 meeting:

what is the MBS RAN sharing efficiency information?
how F1AP is designed to cater for the MOCN sharing case?
As in proposal 1 we have made in above sections, gNB relies on the MBS AF level identifier which is the SSM IP multicast address to recognize the MBS sessions with the same content. It is natural to inherit the same identifier on F1AP as on NGAP. There might be some shortened ID inside RAN domain, but it seems not necessary on a network interface.
Use SSM IP multicast address (i.e., IP multicast address, with IP source unicast address) as the MBS RAN Sharing efficiency Information (for gNB-DU) to determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service.

There might be two options based on the offline discussion:

R3-226848 sod of MBS Sharing_v2

- Option 1: the gNB-CU sends multiple F1AP: BROADCAST CONTEXT SETUP REQUEST messages with different TMGIs and same MBS RAN Sharing efficiency Information. (unified solution in (3) and (4)) (Huawei, CATT, ZTE, QCOM)

- Option 2: the gNB-CU sends in a single F1AP: BROADCAST CONTEXT SETUP/MODIFICATION REQUEST message includes a list of TMGIs and an MBS RAN Sharing efficiency Information (Samsung, Ericsson)

Similar to the optimization to NG-U tunnel (not establishing tunnels), option 2 aims to save some overhead on F1AP by not establishing the F1AP. We should be aware that such optimization compared to data traffic is marginal. Taking the same policy as on NGAP, applying separate signaling with the MBS RAN Sharing efficiency Information will surely reduce the deployment complexity and operation failing risk. And it is rather controversial to change the framework that the signaling is per specific MBS broadcast session.
Such optimization ( the gNB-CU sends in a single F1AP: BROADCAST CONTEXT SETUP/MODIFICATION REQUEST message that includes a list of TMGIs and an MBS RAN Sharing efficiency Information) compared to data traffic is marginal.

The gNB-CU sends multiple F1AP: BROADCAST CONTEXT SETUP REQUEST messages with different TMGIs and same MBS RAN Sharing efficiency Information.

However on the tunnel management part, we support the same strategy to let DU decide whether or how many tunnels are established, for the sake of less duplicated traffic on F1 interface.
Define a new message, e.g., Broadcast Context Modification Required, triggered by gNB-DU, to enable gNB-DU to start offering DL IP unicast address or modifying DL IP unicast address.

 Conclusion
Proposal 1
Use SSM IP multicast address (i.e., IP multicast address, with IP source unicast address) as the MBS AF level identifier to determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service.

Proposal 2
As long as there is common cell/TAI info in the service area info per Area Session ID, and the MBS AF level identifier are the same, the MBS sessions from different PLMNs are transmitting the same content.

Proposal 3
MBS AF level identifier shall be per MBS session per Area session ID (if configured).

Proposal 4
Agree the TP proposed in Annex section 5.

Proposal 5
Define a new message, e.g., MBS Session Modification Required, triggered by gNB, to enable gNB to start offering DL IP unicast address or modifying DL IP unicast address.

Proposal 6
LS SA2 above decision that MBS Session Modification Required is to be defined, and 5GC shall not see a gNB not offering DL UP unicast address during broadcast session management procedure.

Proposal 7
RAN3 to specify support on network sharing only for broadcast in Rel-18, i.e., no support of network sharing for multicast.

Proposal 8
Use SSM IP multicast address (i.e., IP multicast address, with IP source unicast address) as the MBS RAN Sharing efficiency Information (for gNB-DU) to determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service.

Proposal 9
The gNB-CU sends multiple F1AP: BROADCAST CONTEXT SETUP REQUEST messages with different TMGIs and same MBS RAN Sharing efficiency Information.

Proposal 10
Define a new message, e.g., Broadcast Context Modification Required, triggered by gNB-DU, to enable gNB-DU to start offering DL IP unicast address or modifying DL IP unicast address.
 Annex // TP to TS 38.413
8.17
Broadcast Session Management Procedures

8.17.1
Broadcast Session Setup

8.17.1.1
General

The purpose of the Broadcast Session Setup procedure is to request the NG-RAN node to setup MBS session resources for a broadcast MBS session. The procedure uses non-UE associated signalling.

8.17.1.2
Successful Operation


[image: image1.emf]NG-RAN node

BROADCAST SESSION SETUP REQUEST

BROADCAST SESSION SETUP RESPONSE

AMF


Figure 8.17.1.2-1: Broadcast Session Setup, successful operation.

The AMF initiates the procedure by sending a BROADCAST SESSION SETUP REQUEST message to the NG-RAN node. If the NG-RAN node accepts all the MBS QoS flows in the MBS session at least in one of its cells, the NG-RAN node responds with the BROADCAST SESSION SETUP RESPONSE message.

If the MBS Service Area IE is included in the BROADCAST SESSION SETUP REQUEST message, the NG-RAN node shall take it into account as specified in TS 23.247 [44].

If the MBS Session FSA ID List IE is included in the BROADCAST SESSION SETUP REQUEST message, the NG-RAN node shall take it into account to determine cells/frequencies within the MBS service area to broadcast MBS session data as specified in TS 23.247 [44].
If the MBS AF level identifier IE is included in the BROADCAST SESSION SETUP REQUEST message, the NG-RAN node shall take it into account, e.g., to improve the resource efficiency for MBS reception in RAN sharing scenarios, as specified in TS 38.300 [8].

8.17.2
Broadcast Session Modification

8.17.2.1
General

The purpose of the Broadcast Session Modification procedure is to request the NG-RAN node to update the MBS session resources or the area related to a previously established broadcast MBS session. The procedure uses non-UE associated signalling.

8.17.2.2
Successful Operation
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Figure 8.17.2.2-1: Broadcast Session Modification, successful operation.

The AMF initiates the procedure by sending a BROADCAST SESSION MODIFICATION REQUEST message to the NG-RAN node.

If the MBS Service Area IE is included in the BROADCAST SESSION MODIFICATION REQUEST message, the NG-RAN node shall update the MBS service area and send the BROADCAST SESSION MODIFICATION RESPONSE message.

If the MBS Session Modification Request Transfer IE is included in the BROADCAST SESSION MODIFICATION REQUEST message, the NG-RAN node shall replace the previously provided information by the newly received one and update the MBS session resources and area as requested and send the BROADCAST SESSION MODIFICATION RESPONSE message.
If the MBS AF level identifier IE is included in the BROADCAST SESSION MODIFICATION REQUEST message, the NG-RAN node shall take it into account, e.g., to improve the resource efficiency for MBS reception in RAN sharing scenarios, as specified in TS 38.300 [8].
9.3.1.208
MBS Service Area

This IE contains the MBS service area.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Session Type
	M
	
	
	

	>location independent
	
	
	
	

	>>MBS Service Area Information
	M
	
	9.3.1.209
	

	>>MBS AF level identifier
	O
	
	9.3.1.x
	The AF may provide associated session identifier (SSM used by AF) additionally to the NG-RAN nodes via 5GC so that the shared NG-RAN nodes can determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service

	>location dependent
	
	
	
	

	>>MBS Service Area Information List
	
	1
	
	

	>>>MBS Service Area Information Item
	
	1..<maxnoofMBSServiceArea Information>
	
	

	>>>>MBS Area Session ID
	M
	
	9.3.1.207
	

	>>>>MBS Service Area Information
	M
	
	9.3.1.209
	

	>>>>MBS AF level identifier
	O
	
	9.3.1.x
	The AF may provide associated session identifier (SSM used by AF) additionally to the NG-RAN nodes via 5GC so that the shared NG-RAN nodes can determine that the multiple broadcast MBS sessions are transmitting same content for the same MBS service


	Range bound
	Explanation

	maxnoofMBSServiceAreaInformation
	Maximum no. of MBS Service Area Information elements in the MBS Service Area Information Location Dependent List IE. Value is 256.


9.3.1.x
MBS AF level identifier 

This IE provides the AF level identifier for MBS to uniquely identify the MBS with the same content.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	IP Target Address
	M
	
	Transport Layer Address

9.3.2.4
	The IP multicast address allocated at application layer.

	IP Source Address
	M
	
	Transport Layer Address

9.3.2.4
	The source IP address for the IP multicast at application layer.


// note: whether source shall be mandatory is FFS.
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_1234567890.unknown

_1234567891.unknown

