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1	Introduction
[bookmark: _Hlk85061506]In RAN3 #118, the following agreements were made with respect to Energy Efficiency:
The "Energy Efficiency" metric should be measurable, produced and interpretable by the RAN.
Start with per node granularity EE and Per cell granularity EE could be considered if it is feasible.
[bookmark: _Hlk126333632]WA: Take the EE defined in SA5 as the baseline for the energy efficiency of a gNB. What to be transferred between NG-RAN nodes is FFS.
In addition, the following FFS points were captured:
Predicted Energy Efficiency is exchanged between NG-RAN node?
FFS on how to calculate this EE, and which of the following 4 options should be adopted:
Option 1: Indicating the value of the ratio of data volume over energy consumption directly
Option 2: Define the EE metric in a more abstract way using a quantitative encoding, e.g., using EE values on a linear scale from 0 to 100.
Option 3: The metric of Energy Efficiency exchanged between NG-RAN nodes is an Energy Consumption related to an additional load. And exchanged EE metric between neighboring NG-RAN nodes is defined in the interval [0, 100].
Option 4: Deliver both data volume and energy consumption over RAN interfaces to let the requesting node calculate the overall DV and over EC of the specific area and thereby drive the overall EE.
In this paper, we discuss open issues related to AI/ML-based Network Energy Saving use case.
2	Energy Efficiency Metrics
Metrics used to capture network Energy Saving have been discussed in RAN3 for several meetings and companies seem to have a different understanding on what is a good metric to capture network energy efficiency and when it shall be exchanged between neighbouring NG-RAN nodes. One general agreement on the properties of the used energy efficiency metric is that it must be measurable, interpretable and produced by the RAN. In addition, in the last meeting, we made a working assumption to take the Energy Efficiency metric defined in SA5 specification TS 28.310:
[image: ]

as a baseline for the Energy Efficiency of a gNB. 
It is also our understanding that a gNB internally can measure its energy efficiency in terms of a number of bits sent per joule of consumed energy. This information can be reported to OAM, where necessary additional information on how to interpret the metric, classified into demography, topography and climate classes ([1] – section 4.3), is available. The purpose of reporting this information to OAM is both for monitoring and to enable centralized actions for EE optimization, e.g. cell topology adaptations. The representation of this metric as a ratio of load and energy consumption may still be problematic, also because, strictly speaking it is not an efficiency as it is not defined as the ratio between two values with the same units, but  as a ratio of two different characteristics. This leads to complex interpretation in particular due to the potential non-linear dependency of the Energy Consumption on the Data Volume. When looking at a single cell’s Energy Efficiency KPI, this will typically be low(er) at times of low(er) traffic demands or low(er) Data Volume, and similarly, it will be high(er) at times of high(er) traffic demands or high(er) Data Volume. Still, despite its shortcomings, this metric is a valuable metric at OAM level to measure network energy efficiency over time and to favour gNBs that serve as high load as possible.
Observation 1: Despite its shortcomings, the EE metric defined by SA5 based on a ratio of Data Volume over Energy Consumption can provide valuable information to OAM to determine network-wise energy efficiency.
However, while the OAM system will typically have sufficient background information to interpret a Network Energy Efficiency KPI, this is not the case for the NG-RAN node which cannot be assumed to have information on the network characteristics of its neighbours with regard to population density, geographical conditions and climate zones.
Observation 2: It is not expected that a NG-RAN node has sufficient information to interpret SA5 EE metrics exchanged over network interfaces, and calculation of the exact absolute energy efficiency of a node may not be feasible in all deployment scenarios.  
In order to solve the FFS on the information to be transferred between NG-RAN nodes, one question that needs to be answered is what kind of energy efficiency information is actually needed for the AI/ML for NG-RAN Energy Efficiency work. The scope of this work is not to calculate global, network-wide Energy Efficiency at a NG-RAN node. Instead, according to TR 37.817 the introduced Energy Efficiency information exchanged between neighbours should be used e.g., as input or feedback to enable a NG-RAN node to take a good AI/ML Energy Saving action. Such possible actions (outputs of AI/ML-based Network Energy Saving) are:

-	Energy saving strategy, such as recommended cell activation/deactivation. 
-	Handover strategy, including recommended candidate cells for taking over the traffic
Candidate cells for taking over traffic may be coverage cells or capacity cells in the same or in a different NG-RAN node depending on the scenario. The TR 37.817 does not provide specific guidance on whether overlaid or non-overlaid scenarios shall be considered.

Observation 3: Energy Efficiency information exchanged between neighbouring nodes should be used as e.g., input or feedback to enable a NG-RAN node to take a good AI/ML Energy Saving action, such as to choose an energy saving or a handover strategy, according to what is described in TR 37.817. 

Energy saving decisions by a NG-RAN node, similarly to OAM, may also aim to improve the energy efficiency of a NG-RAN node taking the energy efficiency decision (e.g., cell activation or cell deactivation) and its impacted neighbours. This amounts to two possible decisions: 
· Cell de-activation: A capacity cell needs to determine whether it will “cost” less to remain switched-on and serve a given load as opposed to switch-off itself and offload its load to one or more neighbouring cells. If so, it needs to determine the identities of the neighbours that will receive the load and how much of its total load to offload to each neighbour.
· Cell activation: A coverage cell needs to determine whether it shall trigger cell activation to a neighbour capacity cell taking the incurred “cost” at the neighbour into account, namely it shall decide whether it is beneficial to request a capacity cell to be switched-on and how much of its load to offload to that cell.

In the AI/ML for NG-RAN a node needs to take an action (cell activation or cell de-activation and handover decisions) at a specific point in time. Therefore, the network load considered for the action is fixed which makes maximizing energy efficiency equivalent to minimizing the energy consumption.

Observation 4:  As the data volume within SA5 metric is considered on PDCP level and thus it is the same regardless the node/cell the UE is located at, maximizing energy efficiency is equivalent to pure minimizing of energy consumption.

Consider an example shown in Figure 1, where a gNB 0 has a total load L in a certain layer 2 and wishes to determine whether it is best with respect to energy consumption across all involved gNBs to offload the load to its neighbouring gNBs and switch off the layer. Suppose also that  is the load that is to be offloaded to gNB i, i=1,2,3. Suppose that the source node evaluates the gain of offloading the load over a set of {N}neighbouring gNBs, i.e., . Suppose, also, that the consumed energy for a certain load  under the source node is  while the corresponding energy consumption of this load after the offloading (handover actions) at the target gNB i is given by . Then, the energy consumption before an energy saving action is given by  and after the action (offloading to the set of N gNBs and switching-off of the capacity cell) it is given by .
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[bookmark: _Ref124499355]Figure 1 Example of offloading a Load L from a capacity cell to a number of coverage cells before a gNB determines whether it is beneficial to switch-off a cell.
Consider that the used metric for the evaluation is purely an energy consumption metric. One way of evaluating the benefit of a certain action is to take the difference of the total (i.e., across all impacted cells) energy consumption after gNB switch off and offloading action and before the action which is provided by: := .

Thus, if the objective is to minimize purely the energy consumption associated with an offloading action, the source will need to calculate the above cost with respect to different actions (e.g., corresponding to identifying a number of gNBs and their identities to which the offloading takes place as well as the respective load to offload to each of them) and select the set of actions that minimizes it. Note that a negative value of cost would be equivalent to a gain.
From this, we can conclude the following: 
· if   for all offloading actions i involving a set of neighbours, then it is not beneficial to switch off the cell.
· if   for all offloading actions i involving a set of neighbours, then it is beneficial to switch off the cell and offload the traffic.
· Since the objective is to optimize the metric of energy consumption, it is also possible that individual traffic offloadings to a gNB may not be beneficial, but the sum over all the choices of gNBs shall result in gains. Therefore, what matters effectively is to take an offloading action that minimizes over all possible selections of gNBs (chosen number of gNBs N to offload the traffic and respective individual offloaded load ) the quantity 

In certain cases, e.g., in cases of overlaid scenarios, a source gNB may also use UE measurements over the neighbouring cells to determine the energy consumption that a given offloading action will create to a target node. 

Even though in this example, a node evaluates the different actions using a sum of differences over the energy consumption metric, this depends on implementation and other options can be used (e.g., sum of squared differences).  

However, optimizing AI/ML-based energy saving in a distributed architecture may not be solely linked to optimizing a metric purely based on energy consumption. In order to allow for additional flexibility in implementations and configuration, where e.g. impact on QoS or QoE could be taken into account, further abstraction could be beneficial to take into account that the exchanged cost information reflects the reporting node’s willingness to receive the additional load. Also, such abstraction may be needed if, for example, the AI/ML-based Energy Efficiency algorithm at the source node determines that it is best to offload traffic to a certain neighbour, but from this neighbour’s point of view, such an action would conflict with its best AI/ML Load Balancing strategy. In such a case, a node should be able to indicate its unwillingness to participate in an offloading action. On the other hand a node may also determine that it wishes to participate in an offloading because it would help it operate more efficiently. So, signalling of willingness of the node to participate to an offloading action should also be enabled by the standard.    
Observation 5: Optimizing AI/ML Energy Saving requires to take into account additional metrics besides energy consumption.
Proposal 1: The metric considered for AI/ML Energy Saving should also enable signalling of a node’s willingness (or unwillingness) to participate to an offloading action.

In addition, even though the actions taken by network nodes aim to optimize energy efficiency, it is not necessary for a network node to obtain the resulting energy efficiency or energy consumption over all its neighbours. A node only needs to determine the impact of its AI/ML action on the neighbours’ cost according to the defined metric, but it doesn’t need to know the exact value of the resulting energy efficiency or energy consumption of the neighbours after the action. 

Observation 6: A node taking an AI/ML Energy Saving action does not need to receive the overall resulting energy efficiency or energy consumption over all its neighbours. 

Proposal 2: A NG-RAN node only needs to evaluate the cost of an AI/ML Energy Saving offloading action with respect to the defined metric and select the action (namely identify the neighbours to offload a certain load and how much load to send to which neighbour) that minimizes this cost. 

A node may determine how a given offloading action (that results in an additional load to a neighbour) influences a neighbour’s cost with respect to the defined metric by requesting the latter to report its cost corresponding to the action (resulting in an additional load at a neighbour). A node may also request from a neighbour a predicted cost of an offloading action with respect to the defined metric. However, a node shall not try to predict the energy consumption of a neighbouring node, in which case there would be no need to exchange energy efficiency/consumption information periodically between two NG-RAN nodes. The exchanged information needs to be exchanged only based on a specific action (cell activation or cell deactivation).  
Proposal 3: A node may request a neighbouring node to report its cost or predicted cost with respect to the defined metric corresponding to an AI/ML Energy Saving action (causing an additional load to be transferred to the neighbour). 
If a node provides a neighbouring node with a prediction of the cost of an AI/ML energy saving action with respect to the defined metric (causing a load change to a neighbour either due to cell-activation or de-activation) it shall further provide feedback to the recipient node to indicate the actual cost after the action is taken. This corresponds to providing ground truth information to the source node. 
Proposal 4: Feedback information on the ground truth of the actual cost with respect to the defined metric, corresponding to the additional load, is useful to the node taking an AI/ML Energy Saving action (cell activation or cell de-activation).
The above is also illustrated next through 2 examples on cell deactivation and cell activation. 
In Figure 2, a NG-RAN node evaluates its own cost corresponding to the defined metric for given load conditions. This evaluation could also be a prediction if it involves an evaluation for a future point in time. A NG-RAN node can request one or more neighbouring NG-RAN nodes what is the expected impact/cost (with respect to the defined metric) of an offloading AI/ML action (corresponding to a certain load). The neighbours can evaluate (or predict) their own cost based on the metric and send the result (or AI/ML Inference) to the NG-RAN node taking the AI/ML Energy Saving action. With this information a NG-RAN node can determine whether switching off a cell will be more beneficial than remaining on. If it determines to switch off itself, it offloads the corresponding load to the chosen coverage cells of neighbouring NG-RAN nodes. In case, the cost with respect to the metric is communicated in terms of a prediction, then further feedback can be provided regarding the actual cost (ground truth information) so that the node taking the AI/ML Energy Saving action can tune/update its energy saving actions in the future. A node taking an AI/ML switching off decision can further receive other feedback information e.g., related to the UE performance at the target NG-RAN nodes. With this information the source node can improve its AI/ML Energy Saving switching-off decisions in the future. 



[bookmark: _Ref124844165]Figure 2 Cell switch-off example
One could think similarly when it comes to cell activation actions. If we use the example of the overlaid scenario with coverage and capacity cells, an NG-RAN node hosting a coverage cell may determine that its load increases beyond acceptable levels and tries to determine whether it needs to activate a capacity cell at a neighbouring NG-RAN node. This evaluation for cell activation can either be done internally (using only local information at the node) or by checking how much such activation will cost to the activated capacity cell. 
Therefore, the NG-RAN node taking a decision needs to evaluate how much its own cost with respect to the defined metric would decrease if it activated a neighbouring cell to take over (some of) its load. If it determines that its cost will improve sufficiently it can trigger activation of that cell. After the offloading actions of the traffic to the neighbouring NG-RAN node, it can re-evaluate the actual cost corresponding to the metric to determine whether its decision to activate the cell was a “good” decision or not. This evaluation would be internal to a NG-RAN node without any standards impacts. Furthermore, this solution does not take into account the impacts of an offloading AI/ML action to the activated capacity cell. This is illustrated in Figure 3.


[bookmark: _Ref124847213]Figure 3 Cell switch-on example without input from neighbouring NG-RAN node

Another possible option, allowing for better optimization, involves a NG-RAN node assisting a neighbour in its AI/ML Energy Saving actions, as shown in Figure 4. In this example, the NG-RAN node 2 calculates its own cost with respect to the defined metric if it handles the load on its own, without activating a capacity cell at a neighbouring NG-RAN node, and also queries a neighbouring NG-RAN node managing a capacity cell to obtain information about what would be the corresponding cost with respect to the defined metric of an offloading AI/ML action of a given load at the capacity cell if an offloading took place. This calculation could also be a prediction if this involves a future point in time. Knowing the predicted cost at a neighbouring NG-RAN node for a given offloading action with respect to the metric and its own predicted cost with respect to the metric if it handles its traffic on its own it can determine whether it is beneficial (or at least no worse) to send a Cell Activation to the neighbouring capacity cell and offload its traffic. If a NG-RAN node provides to its neighbour a prediction on the expected cost with respect to the defined metric for a given load, it can further provide the actual cost (ground truth information). A node where traffic is offloaded can further provide feedback information to the node that offloads the traffic e.g., related to the observed average UE performance after the offloading. With this information a NG-RAN node can improve its AI/ML Energy Saving switching-on actions in the future. 



[bookmark: _Ref124856047]Figure 4 Cell switch-on example using input from neighbouring capacity cell
A main assumption in the above is that the understanding of the cost with respect to a given metric corresponding to an AI/ML action is common across the NG-RAN nodes.
2.1 Network signalling related to AI/ML Energy Efficiency
As mentioned earlier a node taking an AI/ML Energy Saving decision according to what is described in TR 37.817 does not need to calculate the overall Network Energy Consumption. It is necessary, though, that the metric is normalized centrally to allow for fair and consistent comparison of the different actions between source and target nodes. Normalized metrics used by AI/ML signalling do not replace Energy Consumption and Energy Efficiency metrics that need to be monitored to assess the network performance and the gain brought by different Energy Saving use cases.  
Proposal 5: Centralized normalization of the chosen metric is necessary for fair comparison of the different AI/ML Energy Saving actions.
The responsibility for centralized normalization of the metric shall be given to OAM. 
Proposal 6: OAM provides a centralized normalization of the metric across network.
The metric shall not be defined purely according to energy consumption, but it shall be normalized according to a node’s  hardware, radio conditions, willingness or unwillingness to participate to energy saving, among other considerations. OAM shall provide rules to a NG-RAN node to reflect how it may normalize an AI/ML Energy Saving metric to further capture a node’s willingness or unwillingness to participate to AI/ML Energy Saving.
Proposal 7: OAM shall provide rules to a NG-RAN node to provide possible normalizations of an energy consumption metric to e.g., further capture a node’s willingness or unwillingness to participate to AI/ML Energy Saving.
Once OAM provides this normalization to a NG-RAN node, the latter can encode this metric as an integer within a range of integer values [0…100], with the minimum possible metric value being 0 and the maximum possible metric value being 100. 
Naturally, when a predicted metric is exchanged between neighbouring NG-RAN nodes it will also take values to the same interval [0…100].
Proposal 8: Both current and predicted metrics for AI/ML Energy Saving take values in the range [0…100].
Another open point from the previous meetings is how to transfer the current metric, namely whether: a) we shall extend the existing Resource Status procedure to transfer this information, b) whether the information can be included in the new procedure to transfer the AI/ML related information or c) whether a new procedure needs to be defined. In our view, energy efficiency information is not suitable to be transferred in Resource Status procedure since it is not related to resource status. Furthermore, as discussed earlier, we don’t think that energy efficiency information should be transferred in a periodic fashion but it should be rather based on a request corresponding to a certain AI/ML Energy Efficiency action. For the same reason, we do not think it is appropriate to transfer Energy Efficiency information in the new procedure used for AI/ML related information. We therefore think that a new procedure is more appropriate to transfer energy efficiency information, based on a certain AI/ML action. 
Proposal 9: Information related to the metric corresponding to an AI/ML Energy Saving action should be transferred between NG-RAN nodes through a new procedure. 
3 	Conclusions
In this paper we make the following observations and proposals:
Observation 1: Despite its shortcomings, the EE metric defined by SA5 based on a ratio of Data Volume over Energy Consumption can provide valuable information to OAM to determine network-wise energy efficiency.
Observation 2: It is not expected that a NG-RAN node has sufficient information to interpret SA5 EE metrics exchanged over network interfaces, and calculation of the exact absolute energy efficiency of a node may not be feasible in all deployment scenarios.  
Observation 3: Energy Efficiency information exchanged between neighbouring nodes should be used as e.g., input or feedback to enable a NG-RAN node to take a good AI/ML Energy Saving action, such as to choose an energy saving or a handover strategy, according to what is described in TR 37.817. 
Observation 4:  As the data volume within SA5 metric is considered on PDCP level and thus it is the same regardless the node/cell the UE is located at, maximizing energy efficiency is equivalent to pure minimizing of energy consumption.
Observation 5: Optimizing AI/ML Energy Saving requires to take into account additional metrics besides energy consumption.
Proposal 1: The metric considered for AI/ML Energy Saving should also enable signalling of a node’s willingness (or unwillingness) to participate to an offloading action.
Observation 6: A node taking an AI/ML Energy Saving action does not need to receive the overall resulting energy efficiency or energy consumption over all its neighbours. 

Proposal 2: A NG-RAN node only needs to evaluate the cost of an AI/ML Energy Saving offloading action with respect to the defined metric and select the action (namely identify the neighbours to offload a certain load and how much load to send to which neighbour) that minimizes this cost. 
Proposal 3: A node may request a neighbouring node to report its cost or predicted cost with respect to the defined metric corresponding to an AI/ML Energy Saving action (causing an additional load to be transferred to the neighbour). 
Proposal 4: Feedback information on the ground truth of the actual cost, corresponding to the additional load with respect to the defined metric, is useful to the node taking an AI/ML Energy Saving action (cell activation or cell de-activation).
Proposal 5: Centralized normalization of the chosen metric is necessary for fair comparison of the different AI/ML Energy Saving actions.
Proposal 6: OAM provides a centralized normalization of the metric across network.
Proposal 7: OAM shall provide rules to a NG-RAN node to provide possible normalizations of an energy consumption metric to e.g., further capture a node’s willingness or unwillingness to participate to AI/ML Energy Saving.
Proposal 8: Both current and predicted metrics for AI/ML Energy Saving take values in the range [0…100].
Proposal 9: Information related to the metric corresponding to an AI/ML Energy Saving action should be transferred between NG-RAN nodes through a new procedure.
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