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1 Introduction
One of the objectives defined in the mobile IAB (mIAB) Work Item Description [1] is the following:
	· Define Procedures for migration/topology adaptation to enable IAB-node mobility, including inter-donor migration of the entire mobile IAB-node (full migration) [RAN3, RAN2]
· The mobile IAB-node can connect to a stationary (intermediate) IAB-node. Optimizations specific to the scenarios, where the mobile IAB-node connects to a stationary (intermediate) IAB-node, or where it directly connects to an IAB-donor-DU are de-prioritized.
· The mobility of dual-connected IAB-nodes is down-prioritized.



Now that the single connected mIAB architecture has been significantly discussed in previous RAN meetings [2][3], we present a discussion for the dual-connected mIAB architecture and issues.

2 Discussion
2.1	Dual-connected mobile IAB Architecture

Issue 1: Does dual connectivity provide any benefits to the mobile IAB architecture?
In Release 17, an IAB node can be dual connected for Control Plane (CP) and User Plane (UP) separation [4]. One of the motivations for this separation was to reduce F1-C path latency. This concept should be extended to the mobile IAB node where it may have additional benefits. 
The mobile nature of mIAB node implies that the node will undergo frequent MT handovers and/or DU migrations, especially if it a short-range node (e.g. FR2 RAN node). Consider an mIAB node mounted on a fast-moving train. While the train remains stopped at a station, its performance will be similar to an IAB node. When the train departs from the station then compared to a single-connected IAB node, the single-connected mIAB node can have:
· Higher signaling load due to frequent UE handovers and migrations.
· Decreased resilience due to UE service disruptions or link failures.
Now consider the case where another longer-range node is also connected with the mIAB node providing dual connectivity. The longer-range node can be FR1 RAN node or even NTN. This dual-connected configuration can mitigate the above-mentioned issues. These benefits will be clearer once we dive deeper into the architecture. 
Like the Release 17 IAB node, the following two scenarios [5] can be considered for the Release 18 mIAB node:
· Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)
· Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

A conceptual architecture of dual-connected mIAB is shown below.
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Observation 1: There are benefits of CP-UP separated dual-connected mIAB architecture, which are even more obvious when the long-range node provides the CP path and short-range node provides UP path.
2.2	Dual-connected mobile IAB Issues

Here we further explore the issues related to dual-connected mobile IAB architecture. For brevity, we will focus on Scenario 1 only for the rest of the discussion. However, Scenario 2 discussion would be quite similar.
Issue 2: For a dual-connected mIAB node, how do the master and secondary links get affected when the node undergoes partial DU migration, while the F1-C carrying NR access link remains viable?
Due to mobility of an mIAB node, it can experience partial migration. During partial migration, F1-U path migrates to a new donor DU (DU2), which is controlled by a separate CU (CU2). There is no need to change the F1-C path from donor CU (CU1), as long as the NR access link remains viable (e.g. FR1 node provides much wider coverage). 
The link changes for Scenario 1 are shown below. 
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Observation 2: During single-hop partial migration, F1-C path between mIAB node and donor CU remains unchanged, as long as the F1-C carrying NR access link remains viable. 
Issue 3: For a dual-connected mIAB node, how do the master and secondary links get affected when the node undergoes multiple-hop partial DU migration, while the F1-C carrying NR access link remains viable?
mIAB node can move even farther resulting in a multi-hop partial migration. Again, the F1-C path can remain unchanged as long as the NR access link remains viable. But F1-U path switches from DU2 to DU3. The link changes are shown below for Scenario 1. 
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Observation 3: During multi-hop partial migration, F1-C path between mIAB node and donor CU remains unchanged, as long as the F1-C carrying NR access link remains viable.

Issue 4: For a dual-connected mIAB node, how do the master and secondary links get affected when the F1-C carrying NR access link is no longer viable?
During its mobility, there is a possibility that the mIAB node crosses the edge of original non-donor RAN node, necessitating the handover of the long-range node. In this case, the F1-C path will switch to a new Xn link between the target non-donor node and donor CU. One example for Scenario 1 link swich is shown below. 
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Observation 4: If the F1-C carrying NR access link is no longer viable, the F1-C path will switch to a new Xn link between the target non-donor node and donor CU.

Issue 5: For a dual-connected mIAB node, how do the master and secondary links get affected when the node undergoes full migration?
At some point, the mIAB node may need a full migration because:
a) CP path latency exceeds a threshold, or
b) UP path latency exceeds a threshold, or
c) Donor CU (source) is overloaded
During full migration, F1-U path will switch from previous (source) to a new (target) donor CU. Also, the F1-C path will change via a new Xn link between the non-donor RAN node and the target donor CU. This condition is shown below for Scenario 1.
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Observation 5: A full migration will also result in switching of F1-C path to a new Xn link between non-donor RAN and the target CU.
Issue 6: How does dual connectivity affect the UEs connected to the mIAB node?
As long as the donor CU for the mIAB node remains same, handover will not be triggered for the UEs connected to the mIAB node. As mentioned under Issue 5 discussion, full migration of donor CU is influenced by CP and UP path latency. Because of the CP-UP separation and longer range of non-donor node, CP latency will change less often than UP latency. UP latency threshold for full migration will be higher than CP latency. As a result, a dual connected mIAB node will have less frequent full migrations, compared to a single-connected mIAB node. This also means that the UEs connected to a dual-connected mIAB will experience less frequent handovers and link interruptions. The architecture also benefits from reduced signalling load.
Observation 6: UEs connected to a dual-connected mIAB node will experience less frequent handovers and a better link resiliency. The dual-connected mIAB architecture also benefits from reduced signalling load.
Issue 7: Can dual connectivity also result in improving the migration architecture?
Because the single-connectivity architecture is still evolving, it is difficult to answer this concretely at this point. However, it is envisioned that the F1-C carrying non-donor node can play a role in full migration of donor nodes. The former can have Xn links to multiple donor CUs. If Xn link between source and target donor CU does not exist, the non-donor node can route the migration messages. It can also provide migration triggers based on the latency measurements exchanged over F1-C. 
Observation 7: It is envisioned that dual connectivity can optimize some aspects of the single connected mIAB architecture.
Based on the above observations, we conclude that it is beneficial and straightforward to extend the single-connected mIAB architecture to dual-connected mIAB architecture. We make the following proposal:
Proposal 1: The single-connected mIAB architecture should be extended to dual-connected mIAB architecture. Release 17 dual-connected IAB scenarios 1 and 2 should be considered for Release 18 mIAB architecture.

3 Conclusions
In this contribution, we analysed some issues and made the following observations related to the dual-connected mobile IAB architecture.
Observation 1: There are benefits of CP-UP separated dual-connected mIAB architecture, which are even more obvious when the long-range node provides the CP path and short-range node provides UP path.
Observation 2: During single-hop partial migration, F1-C path between mIAB node and donor CU remains unchanged, as long as the F1-C carrying NR access link remains viable. 
Observation 3: During multi-hop partial migration, F1-C path between mIAB node and donor CU remains unchanged, as long as the F1-C carrying NR access link remains viable.
Observation 4: If the F1-C carrying NR access link is no longer viable, the F1-C path will switch to a new Xn link between the target non-donor node and donor CU.
Observation 5: A full migration will also result in switching of F1-C path to a new Xn link between non-donor RAN and the target CU.
Observation 6: UEs connected to a dual-connected mIAB node will experience less frequent handovers and a better link resiliency. The dual-connected mIAB architecture also benefits from reduced signalling load.
Observation 7: It is envisioned that dual connectivity can optimize some aspects of the single connected mIAB architecture.
Based on the above observations, we make the following proposal:
Proposal 1: The single-connected mIAB architecture should be extended to dual-connected mIAB architecture. Release 17 dual-connected IAB scenarios 1 and 2 should be considered for Release 18 mIAB architecture. 
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