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1 Introduction

The following topics were FFS based on the EE AI/ML discussion from the RAN3#118meeting. This paper discusses the EE metric.
	RAN3#118
WA: Take the EE defined in SA5 as the baseline for the energy efficiency of a gNB. What to be transferred between NG-RAN nodes is FFS.

Predicted Energy Efficiency is exchanged between NG-RAN node?
FFS on how to calculate this EE, and which of the following 4 options should be adopted:

Option 1: Indicating the value of the ratio of data volume over energy consumption directly

Option 2: Define the EE metric in a more abstract way using a quantitative encoding, e.g., using EE values on a linear scale from 0 to 100.

Option 3: The metric of Energy Efficiency exchanged between NG-RAN nodes is an Energy Consumption related to an additional load. And exchanged EE metric between neighboring NG-RAN nodes is defined in the interval [0, 100].

Option 4: Deliver both data volume and energy consumption over RAN interfaces to let the requesting node calculate the overall DV and over EC of the specific area and thereby drive the overall EE.


2 Discussion

In RAN3#118, SA5 definition for calculating EE metric was agreed as a WA. We think a common definition/formula is needed so that the EE value can be interpreted in the right sense by the receiving node. Since SA5 has already defined how to calculate EE, we think it is safe approach to use the SA5 definition for EE metric.

Proposal 1: Convert WA “Take the EE defined in SA5 as the baseline for the energy efficiency of a gNB “ to RAN3 Agreement.

If the EE metric is calculated at node level, then for a split architecture the CU-CP needs to average the EE metric from DU and CU-UP and provide a single unified EE metric to the neighboring node. The AI/ML inference output and actions based on EE metric will be mostly at cell level than at a node level. 

Hence, we think providing the EE metric at the cell level will be more useful for AI/ML inference. Though calculating EE metric at Cell level may be cumbersome than calculating at node level, from AI/ML inference pov, EE metric at Cell level will be useful.

Observation 1: EE metric calculation at node level is easier than cell level. However, for AI/ML inference cell level EE metric will be more appropriate for the AI/ML use cases.

Proposal 2: Cell level EE metric will be useful for AI/ML training and inference. Hence Cell level EE metric can be starting point. Node level EE metric can be introduced if any AI/ML use case needs it.

As it is already agreed to use Resource Status Reporting procedure to transfer current data for AI/ML training purposes, the current EE metric can be added to Resource Status Reporting procedure.
Proposal 3: Extend XN Resource Status Reporting procedure to carry Current Energy Efficiency Metric as AI/ML input data.
Predicted EE metric will be useful at the receiver load balancing and energy saving use case. For example, if a cell C1 predicted EE metric is very low (less energy consumption), then UEs from a cell C2 having high predicted or current EE metric can be offloaded to C1. In another scenario, if the predicted EE metric and the load of a cell C1 is extremely low, then the cell C1 can be switched off for energy savings. 

Observation 2: From the above examples of Load Balancing and Energy Savings use case provided, the predicted EE metric is useful for AI/ML inference at NG-RAN.

Proposal 4: Predicted EE metric calculated as per SA5 definition should be exchanged over XN as AI/ML input data. 

3 Summary
Based on the above discussion the following Observations and Proposal are made –
Proposal 1: Convert WA “Take the EE defined in SA5 as the baseline for the energy efficiency of a gNB “ to RAN3 Agreement.

Observation 1: EE metric calculation at node level is easier than cell level. However, for AI/ML inference cell level EE metric will be more appropriate for the AI/ML use cases.

Proposal 2: Cell level EE metric will be useful for AI/ML training and inference. Hence Cell level EE metric can be starting point. Node level EE metric can be introduced if any AI/ML use case needs it.

Proposal 3: Extend XN Resource Status Reporting procedure to carry Current Energy Efficiency Metric as AI/ML input data.
Observation 2: From the above examples of Load Balancing and Energy Savings use case provided, the predicted EE metric is useful for AI/ML inference at NG-RAN.

Proposal 4: Predicted EE metric calculated as per SA5 definition should be exchanged over XN as AI/ML input data. 

