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1 Introduction

In the NG-RAN positioning architecture, the LMF is a key component: it processes the location services requests and returns the result of the location service back to the appropriate node, exchanging signaling with gNBs and UEs to obtain the necessary information in the process. An LMF outage during a positioning session, in particular while a periodic measurement is ongoing in a gNB, is a critical event.

Modern and/or “smart” core network implementations leverage virtualization and can reduce the occurrence and impact of LMF failure; none the less, it seems beneficial to explore possible mechanisms to report an LMF outage to the RAN.
2 Discussion
An example LMF outage event during an ongoing periodic measurement reporting is shown in Figure 1: the LMF becomes unavailable e.g. due to local hardware or software failure. The AMF may detect the LMF outage due to the NL1 signaling connection becoming unavailable, but the gNB cannot be aware of this. Because of this, the gNB continues its measurement reporting, sending the related NRPPa messages to the AMF over NGAP. When the AMF becomes aware of the LMF outage, it ignores the messages from the gNB toward the unavailable LMF because the included routing ID is unreachable (Sec. 8.10.4 of [1]).
Once the LMF restarts, the AMF resumes forwarding the measurement reports from the gNB. But now the LMF has lost all measurement context, so it sends back to the gNB an (NRPPa) ERROR INDICATION, with a cause value e.g. “Message not compatible with receiver state”. At this point the gNB aborts the ongoing measurement and releases any associated resources.

Observation 1: In case of LMF outage during an ongoing measurement reporting, it seems possible for the gNB to detect the outage only after the LMF has restarted.
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Figure 1 LMF outage during ongoing measurement reporting.

The AMF might send an (NGAP) ERROR INDICATION message to the gNB right after it detects the LMF outage (Figure 2).
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Figure 2 LMF outage detection and reporting by the AMF.

The included UE NGAP IDs identify the UE context, and the included Criticality Diagnostics IE identifies the procedure (e.g. UPLINK UE ASSOCIATED NRPPA TRANSPORT) and IE (i.e. Routing ID IE) that caused the error. However, with the current choice of cause values it does not seem possible to clearly distinguish among e.g. a wrong Routing ID, a transport network bottleneck, or an LMF outage.
Observation 2: If the AMF sends an (NGAP) ERROR INDICATION message to the gNB when it detects the LMF outage, with the current choice of cause values it may not be possible for the gNB to understand that the error was due to an LMF outage and abort on-going periodic measurements.
In conclusion, if the gNB is not aware of the LMF outage or it is aware of it only at a late stage, it will unnecessarily continue its positioning measurements and reporting. This will result in a waste of energy and radio resources (including uplink resources in case the ongoing measurement involves uplink periodic measurements), and in unnecessary network signaling. Therefore, it seems beneficial to add signaling functionality to report LMF outage from the AMF to the gNB as soon as the related loss of signaling is detected by the AMF (Fig. 2), rather than waiting for the LMF to restart and send the NRPPA ERROR INDICATION message (Fig .1) to save on signaling resources.
Proposal 1: It seems beneficial to add signaling functionality to report LMF outage from the AMF to the gNB as soon as the related loss of signaling is detected by the AMF.

We can consider a few possible enhancements.
2.1.1 New NGAP Cause Value

The most basic solution is to add a dedicated cause value, e.g. “NL1 interface not available”, as a Radio Network Layer cause in the NGAP Cause IE. When included in the NGAP ERROR INDICATION message, it will signal that the relevant procedure caused an error due to the related NL1 interface being unavailable.
Observation 3: A new dedicated NGAP cause value (“NL1 interface not available”) signals to the gNB that the related NRPPa procedure caused an error due to the related NL1 interface being unavailable.

An alternative could be to report the outage in the DOWNLINK [NON] UE ASSOCIATED NRPPA TRANSPORT message(s).

2.1.2 Reporting in DOWNLINK NRPPA TRANSPORT messages
Adding the relevant information to the DOWNLINK [NON] UE ASSOCIATED NRPPA TRANSPORT message(s), enables piggybacking the outage report on the NRPPa transport.

An optional LMF Status IE (enumerated) can be added to a DOWNLINK [NON] UE ASSOCIATED NRPPA TRANSPORT MESSAGE (Table 1)
. If this IE is included, the mandatory NRPPa-PDU IE needs to be ignored.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	ignore

	AMF UE NGAP ID
	M
	
	9.3.3.1
	
	YES
	reject

	RAN UE NGAP ID
	M
	
	9.3.3.2
	
	YES
	reject

	Routing ID
	M
	
	9.3.3.13
	
	YES
	reject

	NRPPa-PDU
	M
	
	9.3.3.14
	
	YES
	reject

	LMF Status
	O
	
	ENUMERATED (Unavailable, ...)
	If this IE is included, the contents of the NRPPa-PDU IE shall be ignored.
	YES
	reject


Table 1 DOWNLINK UE ASSOCIATED NRPPA TRANSPORT message with optional LMF Status IE (highlighted).
Observation 5: Adding an (optional) LMF Status IE to a downlink NRPPa transport message enables reporting the outage of the relevant LMF directly in the NRPPa procedure.

A procedure text can be added to describe the NG-RAN node behavior to abort all on-going positioning measurements when the LMF Status is set to 'unavailable’.

If multiple LMFs are used in the same 5GC, with this option their outage(s) will be then signaled one at a time, as part of the relevant Error Indication procedure(s) to the involved gNB(s). If these LMFs exist in the same virtualized core network environment, such a multiple failure event is likely to result from a general failure of the whole environment. Such an event might be considered as low probability, but none the less it might be desirable to report outages of multiple LMFs in a single message, for better scalability. In this case, instead of “overloading” the NRPPa procedure with the outage reporting functionality for multiple LMFs, we can consider another option.
2.1.3 Dedicated NGAP “NRPPa Transport Status” Message

In this case we decouple the multiple LMF outage reporting functionality from the legacy error reporting, by introducing a dedicated NGAP message (e.g. NRPPA TRANSPORT STATUS) with a list of unavailable LMFs identified by their respective routing IDs
.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	LMF List
	
	1
	
	
	YES
	reject

	>Unavailable LMF List
	
	1..<maxnoofLMFs>
	
	
	-
	

	>>Routing ID
	M
	
	9.3.3.13
	
	-
	


Table 3 Dedicated NGAP NRPPA TRANSPORT STATUS message.
Observation 7: By introducing a dedicated NGAP NRPPA TRANSPORT STATUS message, we decouple multiple LMF outage reporting from existing error indication and NRPPa transport functionalities.
2.2 Proposed Solution
We have presented all three options to address the issue of notifying the gNB of LMF outage. For scalability purpose, we propose a combined solution which includes the dedicated NGAP cause value and the dedicated NGAP “NRPPA TRANSPORT STATUS” message with the unavailable LMF list. 
Proposal 2: Introduce a dedicated NGAP cause value “NL1 interface not available”, to report LMF outage from AMF to gNB, and a dedicated NGAP NRPPA TRANSPORT STATUS message to report multiple LMF outage.
The above proposal is reflected in the NGAP CR in [2], for further discussion and potential agreement.
The introduction of dedicated LMF outage reporting functionality in NGAP may also require a CR to [3], which we will be happy to provide.
3 Conclusions and Proposals
Our observations and proposals are summarized below.
Observation 1: In case of LMF outage during an ongoing measurement reporting, it seems possible for the gNB to detect the outage only after the LMF has restarted.
Observation 2: If the AMF sends an (NGAP) ERROR INDICATION message to the gNB when it detects the LMF outage, with the current choice of cause values it may not be possible for the gNB to understand that the error was due to an LMF outage.
Proposal 1: It seems beneficial to add signaling functionality to report LMF outage from the AMF to the gNB as soon as the related loss of signaling is detected by the AMF.

Observation 3: A new dedicated NGAP cause value (“NL1 interface not available”) signals to the gNB that the related NRPPa procedure caused an error due to the related NL1 interface being unavailable.

Observation 5: Adding an (optional) LMF Status IE to a downlink NRPPa transport message enables reporting the outage of the relevant LMF directly in the NRPPa procedure.

Observation 7: By introducing a dedicated NRPPA TRANSPORT STATUS message, we decouple multiple LMF outage reporting from existing error indication and NRPPa transport functionalities.
Proposal 2: Introduce a dedicated NGAP cause value “NL1 interface not available”, to report LMF outage from AMF to gNB, and a dedicated NGAP NRPPA TRANSPORT STATUS message to report multiple LMF outage.
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� In principle both “available” and “unavailable” codepoints might be envisaged, to enable reporting the recovery of a previously unavailable LMF.


� In principle, the same message might also be extended to include a list of available/recovered LMFs.





