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Introduction
The general procedure for exchanging AI/ML-related information in the RAN was discussed during the RAN3#118 meeting, and the following agreements and open issues were captured:
WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.
The request in the new Class 1 procedure for initiating the reporting of AI/ML Related Information can include an ID assigned by the requesting NG-RAN node to request for reporting, which includes
· the reporting parameters
· list of cells to report
· reporting periodicity
The response in the new Class 1 procedure for initiating the reporting of AI/ML Related Information can include an ID assigned by the responding NG-RAN node which includes the confirmation on the reporting parameters requested.
The message in the Class 2 procedure for Data Reporting of AI/ML Related Information can include the corresponding IDs assigned by the NG-RAN nodes, reports result.
FFS on the name of ID assigned by the NG-RAN node, request for reporting, reporting parameters, list of cells to report, reporting periodicity, reporting parameters, report result.
Event-based triggers can be used as one of the reporting options. FFS on the event-based reporting format.
In this paper, we elaborate on the context of the messages in the procedures for Data initiating and reporting for AI/ML related information. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]New XnAP procedures for exchanging AI/ML information
According to previous meetings progress, RAN3 agreed on defining a new procedure over Xn to exchange AI/ML-related information:
Define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information
Furthermore, it was also agreed that the new procedure for signalling the said AI/ML-related information should follow the general paradigm of a subscription-reporting mechanism:
The new procedure for reporting of AI/ML related information, e.g., predicted information, should be based in a requested way, like resource status report procedure.
In addition, in the RAN3#117-bis-e meeting the following was agreed:
Procedures used for AI/ML support in the NG-RAN shall be use case agnostic. 
As mentioned above, in the previous meeting the following working assumption was agreed:
WA: Procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”.
Observation 1:  RAN3 has agreed on defining a new XnAP procedure for reporting AI/ML-related information. The new procedure should be based on a subscription-reporting mechanism, like the Xn: Resource Status Reporting procedure and should be use-case agnostic and data-type agnostic.
We have argued in previous meetings that, in order to provide the flexibility required by AI/ML algorithms and to guarantee future-proofness, the new procedure should be defined in an information agnostic manner. Data cannot be strictly classified as input, output, or feedback. The AI-ML algorithms are implementation specific, what can be used as an input for an ML model, could actually be an output or feedback from another model. Signalling such information in a dedicated procedure would lead to duplication of information signalling over different procedures (e.g., one for input/training, one for feedback, etc), depending on whether predictions are used as inference inputs, as inference outputs (on the basis of which to take actions), or feedback. More importantly, the node which receives the request, i.e., the reporting node, does not need to know if the data will be used as, e.g., input or feedback. The only thing it needs to know is what data should be reported.  Therefore, it is proposed to confirm the working assumption: 
Proposal 1: Confirm the working assumption and agree that the new procedures introduced to exchange AI/ML related information are data-type agnostic, namely they can be used to transfer any type of AI/ML data.

Subscription based reporting 
As reported above with quoted agreements, in previous meetings it has been agreed to introduce two new procedures, a class one procedure and a class 2 procedure, similar to the Xn: Resource Status Reporting Initiation and Xn: Resource Status Reporting. Such procedures should be use case and data type agnostic.
One of the important points that remains open for the definition of the procedures above is captured bin the FFS below:
Event-based triggers can be used as one of the reporting options. FFS on the event-based reporting format.

Another important agreement from previous meetings is the following:
AI/ML capability exchange in NG-RAN can be achieved by means of procedures for AI/ML information request, AI/ML information response and AI/ML Information Request Failure

In the following sections we discuss the two open issues linked to the agreements and FFS above, namely how to enable capability exchange via partial reporting and how to support event-based reporting. 
Below are message sequence charts that show the structure of the Class 1 and Class 2 procedures to be defined.
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Figure 2: AI-ML Assistance data initiation and reporting procedures

Partial reporting 
There might be cases where the reporting node is not able to provide the requested information, either completely or not according to the requested configuration. For example, the reporting node might not be able to report a subset of the requested metrics. Alternatively, even if the reporting procedure was successfully initiated and started, the reporting node might not be able to continue reporting according to the agreed configuration. For example, due to node internal limitations, the reporting node might not be able to report at the agreed periodicity or with the full amount of measurements requested.
AI/ML data exchange can be rather intensive, therefore it is foreseen that use cases where the reporting node is unable to fulfil the requesting node´s demands may be frequent.  To address these issues, the reporting node may indicate unavailability of measurements in the AI/ML ASSISTANCE DATA RESPONSE message, to inform the requesting node that data will not be available. The basic behaviour would be to signal a procedure failure message if the reporting node  cannot report any of the requested measurements. 	
However, many issues can arise with such an approach. Mainly, deducing a node’s AI/ML capabilities becomes a complex task, because a node receiving the failure message for a corresponding request that consisted of multiple measurements will not be able to distinguish if all the requested measurements are not supported or only part of them. Even worse, it could be that a measurement is supported but simply unavailable at the time of the request or according to the requested periodicity, i.e., the reporting node has the capabilities to provide them, but the measurement cannot be provided at that particular point in time. To figure out what information a node can or cannot provide will require a lot of trial-and-error attempts, or even partitioning the data reporting request to the extent of requesting a single metric per request to gain an understanding of the supported metrics and capabilities. Although this may be a solution to the problem, it has the downside of splitting a request into several smaller ones, considerably increasing the signalling load and losing the possibility to receive the requested data in batches where each requested data sample is present. 
To resolve the issue in a more efficient way, the reporting node should be able to indicate partial acceptance of the reporting configuration. Upon receiving an AI/ML ASSISTANCE DATA REQUEST, the reporting node responds with an AI/ML ASSISTANCE DATA RESPONSE message that indicate a list of the information that can be provided and a list of the information that cannot be provided with an appropriate cause value, if any. In this way, the requesting node will be able to understand the capabilities of the reporting node and be able to adapt its requests in the future.
The approach described above was used in LTE. In fact, the Resource Status Reporting procedure over the X2AP allows for “partial success”, where the reporting node is able to list the Measurement Initiation Result IE, which indicates the measurements that were successfully configured and those that failed to be configured.
Failing to provide the requested information can be due to one of many causes. Each cause requires different handling from the requesting node to enhance the chances of successfully initiating another request in the future. For instance, if the requesting node is aware that certain periodicities are not supported by the reporting node, it can avoid indicating them in the future.  
In general a requested measurement can fail to be reported either because it is not supported or because it is not available at the time of requesting. Hence, supporting the following failure causes per measurement is beneficial,  
· measurement not supported 
· measurement temporarily not available 
· measurement not supported with requested reporting periodicity, 
· measurement not available with requested reporting periodicity, 
· measurement not supported with current combination of requested information,  
· measurement not available with current combination of requested information,  

Nonetheless, there might be AI/ML implementations that would only work if all the requested data is available as indicated in the request. For example, an implementation may only be able to infer if both Predicted Resource Status and Energy Efficiency measurements are provided. For this case, indicating partial acceptance of the requested measurements will not help in the intended use of the data at the requesting node. To communicate that to the reporting node, the requesting node should indicate if partial acceptance of the reporting configuration is acceptable by including a flag in the request. 
Proposal 2:  Adopt a solution based on “Partial Success” for the new AI/ML procedure for data reporting.
Proposal 3:  The reporting node can use the AI/ML ASSISTANCE DATA RESPONSE messages to explicitly indicate the measurements that can be provided and the list of failed measurements together with the corresponding cause indicating the reason for failure per measurement. The following failure causes are supported: 
· measurement not supported 
· measurement temporarily not available 
· measurement not supported with requested reporting periodicity, 
· measurement not available with requested reporting periodicity, 
· measurement not supported with current combination of requested information,  
· measurement not available with current combination of requested information

There might be cases also where, while the reporting node was able to report a number of requested information for a period of time, at some point it is not able to continue with the reporting either completely or not according to the configuration. For example, the reporting node might not be able to report at the agreed periodicity, or it might not be able to report at all due to processing overload. The most efficient way forward in that case would be that the reporting node could indicate unavailability of measurements in the AI/ML ASSISTANCE DATA UPDATE message, to inform the requesting node of the data that will not be available. 
Proposal 4:  The reporting node can use the AI/ML ASSISTANCE DATA UPDATE messages to indicate potential issues preventing the reporting.

Event-based reporting
The following FFS was captured in RAN3#118:
Event-based reporting and how to determine an event are FFS.
During RAN3#118, the following cases where discussed: 
Case 1: The overload case is predicted to happen.
Case 2: A special event happens, e.g., the load exceeds a threshold, or the load is lower than a threshold.
Case 3: Previous prediction becomes invalid, or the accuracy of predicted information is not good enough.
Case 4: UE Performance Feedback shall be reported upon the occurrence of a Handover due to AI/ML reasons.
In here, we discuss our view concerning the listed cases. 
First and foremost, in the context of AI/ML an “event” is very much connected to the implementation of the AI/ML algorithm. For example, some implementations may consider the lack of training samples in a specific measurement value region as an event to trigger AI/ML data reporting; some other implementation may consider as an event the occurrence of measurements that exceed a certain deviation level from the average. 
In essence, the definition of AI/ML events is complex, and it would reveal the implementation of the AI/ML algorithm.
Proposal 5: For event-based reporting, defining AI/ML events that are implementation specific is out of scope.
1.1.1.1. Cases 1 and 2 
It is acknowledged that periodic reporting might lead to overload on the interface between the nodes. In that case, event-based feedback can drastically reduce the data exchange, processing, and storing requirements of the node. This is because the data collected is filtered according to the fulfilment conditions of the defined events.
To enable event-based reporting, a similar approach as the one used in 5G NR Measurement events can be considered. Following the general principles used in 5G NR Measurement events, a node can obtain relevant information to support AI/ML in RAN from another node by configuring the latter with a threshold-based condition to trigger AI/ML data reporting. An event configuration defines the condition that triggers the reporting, and the reporting configuration indicates how the reporting shall be performed. For example, a neighbouring node can be configured to initiate data reporting for certain metrics, e.g., energy consumption/efficiency metric, when the observed energy consumption during a certain time interval exceeds or is below a certain threshold defined in the event configuration. The configured node continually monitors the energy consumption and compares it with the configured threshold. Upon fulfilment of the condition, the node shall send the feedback to the requesting node. As another example, a neighbouring node can be configured to initiate data reporting when the predicted Radio Resource Status is expected to be higher than a certain threshold. We note that enabling threshold-crossing as the event(s) triggering reporting would cover both Case 1 and Case 2, because overload conditions are a specific case of threshold crossing. 
Proposal 6: If event-based reporting is considered, threshold-based conditions are used to trigger AI/ML data reporting.
As a baseline, the AI-ML ASSISTANCE DATA REQUEST can be used to signal the event configuration. A new “Event Configuration for AI/ML” IE is included in the request message. Detailed implementation is included in Section 2.2. An event configuration comprises: 
· [bookmark: _Hlk124769065]An event fulfilment condition that defines the condition upon which the reporting should be initiated. The conditions shown in Section 2.2.1 are only examples and can be further extended. 
· An event reporting configuration indicates for how long after the event is fulfilled the reporting should last. 
Upon receiving the event-based reporting request, the responding node can accept or reject the request in a similar way as for the periodic reporting request. The reporting node can use the AI/ML ASSISTANCE DATA RESPONSE messages to indicate whether it rejects or accepts the event configuration and/or indicate whether it accepts to send the requested event report using the corresponding identifiers. 
Proposal 7: If event-based reporting is considered, specify a new “Event configuration for AI/ML” IE that comprises of: 
· An event fulfilment condition that defines the condition to be used for determining the fulfilment of the event(s). 
· An event reporting configuration indicates for how long after the event is fulfilled the reporting should last. 
· An identifier (e.g., an event configuration identifier) that is used to refer to a certain configuration when reporting the measurements.

1.1.1.2. Case 3 
As we explain in R3-230459, the term “accuracy” normally refers to “classification accuracy” and it is the ratio of correct predictions over the total number of predictions made (usually using a testing dataset). It is a metric that is only useful when computed with many samples; therefore, it is valid and characterizes a whole model and does not change each time a model output is generated. Hence, it cannot be used as a reporting condition.
Proposal 8: Events based on insufficient accuracy or validity of predictions should not be considered
1.1.1.3. Case 4 
We believe that one-time and periodic reporting are, at least for the time being, the most important measurement types needed to support AI/ML use cases. We do not exclude that some form of event-based measurements could also be included in the same framework. For example, if UE feedback information is requested then such UE performance measurement could be reported when a UE hands over for AI/ML reasons to a cell of the reporting node. After the UE is handed over, the reporting could be done according to the periodicity established in the AI/ML Data Reporting procedure, e.g., every 500ms. The reporting can be done for a time window when the UE context is still available at the source, e.g., for a given configured time or until signalling of UE context Release. As it can be seen, event-based reporting can be implicitly supported by a procedure that is also used to trigger periodic reporting. The figure below explains how event-based reporting can be achieved via reporting in a single procedure:

Figure 3: Example of event-based reporting via a periodic reporting procedure

In Figure 3, the AI/ML Assistance Data Reporting procedure is triggered to request reporting of UE Performance Measurements. The procedure can be triggered with a given periodicity, e.g., 500ms. However, given that UE Performance Measurements are available only upon the occurrence of an AI/ML triggered event, the reporting node will not report UE Performance Measurements until completion of such event, e.g. until completion of an HO with AI/ML Event Information set to “EventIndex”. 
In past meetings we have proposed that such HO events are identified by means of their HO cause. Despite this remains a suitable solution, we realise that such approach cannot be generalised to other events different from HOs. This is why we propose to identify an event with a numerical index (the “EventIndex”), which can be signalled at AI/ML ASSISTANCE DATA REQUEST (to inform the reporting node of the event index that triggers measurement reporting) and that can be signalled during the procedures triggering the event itself such as at HO preparation. If we take the example of HO events, the “AI/ML Event Information” index should be signalled within the AI/ML ASSISTANCE DATA REQUEST and as part of the HANDOVER REQUEST message. The reporting node (gNB-2 in Figure 3), when receiving the HANDOVER REQUEST including the “AI/ML Event Information” index, will be able to measure the performance of the UE in Cell 2. Hence, gNB-2 is able to generate AI/ML ASSISTANCE DATA UPDATE messages, where the UE performance is reported. Such messages can be generated with the periodicity configured via the AI/ML Assistance Data Reporting Initiation procedure. The AI/ML ASSISTANCE DATA UPDATE messages can be signalled for a fixed time window, namely from the time when the HO is completed, and measurements are available till the time when gNB-2 signals the UE context Release message. As an alternative, a configured amount of time can be specified to define the time window during which the AI/ML ASSISTANCE DATA UPDATE messages will be sent, i.e., a timer similar or equal to the Tstore_UE_cntxt timer (see TS 38.300), namely a timer during which the UE context is available at the receiving node. In this case the AI/ML ASSISTANCE DATA UPDATE messages can be signalled from the time when the HO is completed, and measurements are available till Tstore_UE_cntxt expires.
It is worth pointing out that the approach described above is much simpler than enabling event-based reporting. The reason is that event-based reporting would entail the definition of events, which, as explained, may be very implementation specific. 
Proposal 9: AI/ML ASSISTANCE DATA REQUEST messages can indicate that UE Performance Feedback shall be reported upon the occurrence of events identified by an “AI/ML Event Information” index, such as Handovers due to AI/ML reasons.

[bookmark: _Ref126576432]Possible implementation
AI-ML assistance data request
In light of the conclusions and proposals derived above, and as an example, the AI-ML ASSISTANCE DATA REQUEST message, which is part of the AIML Assistance Data Reporting Initiation procedure, is shown here:

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	NG-RAN node1 Measurement ID
	M
	
	INTEGER (1..4095,...) 
	Allocated by NG-RAN node1
	YES
	reject

	NG-RAN node2 Measurement ID
	C-ifRegistrationRequestStoporAdd
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node2
	YES
	ignore

	Registration Request
	M
	
	ENUMERATED(start, stop, 
add, …)
	Type of request for which the assistance data is required.
	YES
	reject

	Report Characteristics
	C-ifRegistrationRequestStart
	
	BITSTRING
(SIZE(128))
	Each position in the bitmap indicates measurement object the NG-RAN node 2 is requested to report.
First Bit = Predicted Radio Resources Periodic,
Second Bit = Current Energy Efficiency Periodic,
Third Bit = UE Performance Indicator. 
Other bits shall be ignored by the NG-RAN node 2.
	YES
	reject

	Cell To Report List
	
	0..1
	
	Cell ID list to which the request applies.
	YES
	ignore

	>Cell To Report Item
	
	1 .. <maxnoofCellsinNG-RANnode>
	
	
	–
	

	>>Cell ID
	M
	
	Global NG-RAN Cell Identity
9.2.2.27

	
	–
	

	Reporting Periodicity
	O
	
	ENUMERATED(500ms, 1000ms, 2000ms, 5000ms, 10000ms, …)
	Periodicity that can be used for reporting.
	YES
	ignore

	Partial Success Indicator
	M
	
	ENUMERATED(partial success allowed, partial success not allowed)
	Indicates if partial success is allowed or not allowed.
	YES
	ignore

	Event List
	
	0..1
	
	List of events upon which the requested information is reported.
	YES
	ignore

	>Event Item
	
	1 .. <maxnoofEvents>
	
	
	–
	

	>>Event Configuration 
	M
	
	9.2.3.zz
	
	–
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This IE provides the configuration for one event for AI/ML: 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	IE/Group Name
	Presence

	[bookmark: _Hlk126603214]Event Fulfilment Conditions
	M
	
	9.2.3.KK
	Describes the conditions that determine if an event is fulfilled.
	–
	

	Event Reporting Configuration
	M
	
	9.2.3.JJ
	Describes the event reporting configuration.
	
	



9.2.3.KK	Event Fulfilment Conditions
This IE provides the configuration of metrics conditions upon which an event for AI/ML is fulfilled:
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	IE/Group Name
	Presence

	Predicted Radio Resource Status Conditions
	O
	
	9.2.3.HH
	Conditions on predicted value of the Radio Resource Status IE
	–
	

	Predicted Number of Active UEs Conditions
	O
	
	9.2.3.HH
	Conditions on predicted value of the Number of Active UEs IE
	–
	

	Predicted RRC Connections Conditions
	O
	
	9.2.3.HH
	Conditions on predicted value of the RRC Connections IE
	–
	

	Energy Efficiency 
	O
	
	9.2.3.zHH
	Conditions on Measured value of the Energy Efficiency IE
	
	

	AI/ML event information
	O
	
	9.2.3.ww
	identifier of an event that triggers reporting of AI-ML assistance information. 
	
	



9.2.2.zz	Event Condition Threshold
This IE provides description of the conditions a metric or an action shall fulfil:
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	IE/Group Name
	Presence

	Metric Threshold Low
	M
	
	INTEGER (0..4,000,000,000,000,…)
	The condition is fulfilled if the metric is below this threshold 

	
	

	Metric Threshold High
	M
	
	INTEGER (0..4,000,000,000,000,…)
	The condition is fulfilled if the metric is above this threshold 

	
	



9.2.2.ww	AI/ML event information
This IE provides an identifier of an event that triggers reporting of AI-ML assistance information:
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	IE/Group Name
	Presence

	AI/ML event information
	M
	
	BITSTRING
(SIZE(128))
	
	
	




9.2..JJ	Event Reporting Configuration
This IE indicates for how long information is to be reported upon event fulfilment:

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	IE/Group Name
	Presence

	Reporting duration
	O
	
	ENUMERATED (0, 1s, 2s, 5s, 10s, 20s, 60s, ...)
	Time duration for which measurements should be reported upon fulfilment of the event in seconds. If the value is zero, reporting occurs only once.
	
	



As already pointed out, the Event Reporting Configuration is not strictly needed. Instead of an explicit indication of how long the reporting should last from the time an event is fulfilled, the standard could specify that the reporting is done for the duration of a pre-configured timer (e.g. T_Store_UE_Context).
As discussed in section 2.1.2.1 the HANDOVER REQUEST may include an explicit trigger, the “AI/ML Event Information” index, to initiate the reporting of UE Performance upon a HO completion. An example of how this could be specified is shown here:
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This message is sent by the source NG-RAN node to the target NG-RAN node to request the preparation of resources for a handover.
Direction: source NG-RAN node  target NG-RAN node.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	Source NG-RAN node UE XnAP ID reference
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the source NG-RAN node
	YES
	reject

	Cause
	M
	
	9.2.3.2
	
	YES
	reject

	Target Cell Global ID
	M
	
	9.2.3.25
	Includes either an E-UTRA CGI or an NR CGI
	YES
	reject

	GUAMI
	M
	
	9.2.3.24
	
	YES
	reject

	UE Context Information
	
	1
	
	
	YES
	reject

	>NG-C UE associated Signalling reference
	M
	
	AMF UE NGAP ID
9.2.3.26
	Allocated at the AMF on the source NG-C connection.
	–
	

	>Signalling TNL association address at source NG-C side
	M
	
	CP Transport Layer Information
9.2.3.31
	This IE indicates the AMF’s IP address of the SCTP association used at the source NG-C interface instance.
Note: If no UE TNLA binding exists at the source NG-RAN node, the source NG-RAN node indicates the TNL association address it would have selected if it would have had to create a UE TNLA binding.
	–
	

	>UE Security Capabilities
	M
	
	9.2.3.49
	
	–
	

	>AS Security Information
	M
	
	9.2.3.50
	
	–
	

	>Index to RAT/Frequency Selection Priority
	O
	
	9.2.3.23
	
	–
	

	[bookmark: OLE_LINK29][bookmark: OLE_LINK30]>UE Aggregate Maximum Bit Rate
	M
	
	9.2.3.17
	
	–
	

	>PDU Session Resources To Be Setup List
	
	1
	9.2.1.1
	Similar to NG-C signalling, containing UL tunnel information per PDU Session Resource;
and in addition, the source side QoS flow Û DRB mapping
	–
	

	>RRC Context
	M
	
	OCTET STRING
	Either includes the HandoverPreparationInformation message as defined in subclause 10.2.2. of TS 36.331 [14], or the HandoverPreparationInformation-NB message as defined in subclause 10.6.2 of TS 36.331 [14], if the target NG-RAN node is an ng-eNB,
or the HandoverPreparationInformation message as defined in subclause 11.2.2 of TS 38.331 [10], if the target NG-RAN node is a gNB.
	–
	

	>Location Reporting Information
	O
	
	9.2.3.47
	Includes the necessary parameters for location reporting.
	–
	

	>Mobility Restriction List
	O
	
	9.2.3.53
	
	–
	

	>Management Based MDT PLMN List 
	O
	
	MDT PLMN List
9.2.3.133
	
	YES
	ignore

	>5GC Mobility Restriction List Container
	O
	
	9.2.3.100
	
	YES
	ignore

	[bookmark: _Hlk44414173]>NR UE Sidelink Aggregate Maximum Bit Rate
	O
	
	9.2.3.107
	This IE applies only if the UE is authorized for NR V2X services.
	YES
	ignore

	>LTE UE Sidelink Aggregate Maximum Bit Rate
	O
	
	9.2.3.108
	This IE applies only if the UE is authorized for LTE V2X services.
	YES
	ignore

	>UE Radio Capability ID
	O
	
	9.2.3.138
	
	YES
	reject

	Trace Activation
	O
	
	9.2.3.55
	
	YES
	ignore

	Masked IMEISV
	O
	
	9.2.3.32
	
	YES
	ignore

	UE History Information
	M
	
	9.2.3.64
	
	YES
	ignore

	UE Context Reference at the S-NG-RAN node
	O
	
	
	
	YES
	ignore

	>Global NG-RAN Node ID
	M
	
	9.2.2.3
	
	–
	

	>S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	
	–
	

	Conditional Handover Information Request
	O
	
	
	
	YES
	reject

	>CHO Trigger
	M
	
	ENUMERATED (CHO-initiation, CHO-replace, …)
	
	–
	

	>Target NG-RAN node UE XnAP ID
	C-ifCHOmod
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the target NG-RAN node
	–
	

	>Estimated Arrival Probability
	O
	
	INTEGER (1..100)
	
	–
	

	NR V2X Services Authorized
	O
	
	[bookmark: _Hlk44414243]9.2.3.105
	
	YES
	ignore

	LTE V2X Services Authorized
	O
	
	9.2.3.106
	
	YES
	ignore

	PC5 QoS Parameters
	O
	
	9.2.3.109
	This IE applies only if the UE is authorized for NR V2X services.
	YES
	ignore

	Mobility Information
	O
	
	BIT STRING (SIZE (32))
	Information related to the handover; the source NG-RAN node provides it in order to enable later analysis of the conditions that led to a wrong HO.
	YES
	ignore

	UE History Information from the UE
	O
	
	[bookmark: _Hlk44418955]9.2.3.110
	
	YES
	ignore

	IAB Node Indication
	O
	
	ENUMERATED (true, ...)
	
	YES
	Reject

	AI-ML event information
	O
	
	9.2.2.ww
	It indicates that AI/ML assistance information are reported upon completion of the HO 
	
	




Following the examples above, below it is shown an example of how the AI-ML Assistance Data Response and AI-ML Assistance Data Update may be specified.

AI-ML Assistance Data Response 
The AI-ML ASSISTANCE DATA RESPONSE message, which is part of the AIML Assistance Data Reporting Initiation procedure, is shown here. This message allows indicating which measurements cannot be reported and the cause of failure. 

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	NG-RAN node1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node1
	YES
	reject

	NG-RAN node2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node2
	YES
	reject

	Node Measurement Initiation Result
	
	0..1
	
	List of measurement objects that failed to be initiated in the node.
	YES
	ignore

	>Node Measurement Initiation Result Item
	
	1 .. <maxMeasurementPerNode>
	
	
	EACH
	ignore

	>>Measurement Failed Report Characteristics
	M
	
	BITSTRING
(SIZE(128))
	Each position in the bitmap indicates measurement objects that failed to be initiated in the NG-RAN node2.
Second Bit = Current Energy Efficiency Periodic.
Other bits shall be ignored by the NG-RAN node1.
	
	

	>>Cause
	M
	
	9.2.3.2
	Failure cause for measurement objects for which the measurement cannot be initiated.
	–
	

	Per Cell Measurement Initiation Result
	
	0..1
	
	List of measurement objects that failed to be initiated per cell.
	YES
	ignore

	>Per Cell Measurement Initiation Result Item
	
	1 .. <maxnoofCellsinNG-RANnode>
	
	
	EACH
	reject

	>>Cell ID
	M
	
	Global NG-RAN Cell Identity
9.2.2.27
	
	–
	

	>>Measurement Failure Cause List
	
	0..1
	
	Indicates that NG-RAN node2 could not initiate the measurement for at least one of the requested measurement objects in the cell.
	–
	

	>>>Measurement Failure Cause Item
	
	1 .. <maxFailedMeasObjects>
	
	
	EACH
	reject

	>>>>Measurement Failed Report Characteristics
	M
	
	BITSTRING
(SIZE(128))
	Each position in the bitmap indicates measurement objects that failed to be initiated in the NG-RAN node2.
First Bit = Predicted Radio Resources Periodic,
Third Bit = UE Performance Indicator Periodic. 
Other bits shall be ignored by the NG-RAN node1.
	–
	

	>>>>Cause
	M
	
	9.2.3.2
	Failure cause for measurement objects for which the measurement cannot be initiated.
	–
	

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	reject






As already described above, we propose to enable the AI-ML ASSISTANCE DATA RESPONSE message to support partial reporting. Namely, the AI-ML ASSISTANCE DATA RESPONSE message is able to list the measurement objects that were not above to be initiated. In this way, the requesting node gains a better understanding of what the reporting node supports and of which measurements are available at the time of requesting.


AI-ML assistance data update 
As a further example, the AI-ML ASSISTANCE DATA UPDATE message, which is part of the AIML Assistance Data Reporting procedure, is shown below. We note the proposed UE Assistant Identifier IE that can be used to signal UE-associated information in this non-UE-associated procedure.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	NG-RAN node1 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node1
	YES
	reject

	NG-RAN node2 Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node2
	YES
	reject

	Energy Efficiency
	O
	
	INTEGER (0..100)
	Value 0 indicates the minimum measured Energy Efficiency and 100 indicates the maximum measured Energy Efficiency. Energy Efficiency should be measured on a linear scale
	
	

	Cell Measurement Result
	
	0..1
	
	
	YES
	ignore

	>Cell Measurement Result Item
	
	1 .. < maxnoofCellsinNG-RANnode >
	
	
	YES
	ignore

	>>Cell ID
	M
	
	Global NG-RAN Cell Identity
9.2.2.27

	
	–
	

	>>Predicted Radio Resource Status 
	O
	
	9.2.3.xx
	Indicates the predicted values of reported resource measurements 
	
	

	>>UE Performance Indicator List
	O
	1 .. < maxnoofFeedbackUEs >
	
	
	
	

	>>>UE Performance Measurements
	
	
	9.2.3.yy
	
	
	

	>>>UE Assistant Identifier
	O
	
	NG-RAN node UE XnAP ID
9.2.3.16
	
	YES
	ignore



[bookmark: _Toc81322196][bookmark: _Toc98868585][bookmark: _Toc105174870][bookmark: _Toc106109707]One important detail is how the Predicted Radio Resources IE should be represented. The simplest way would be to define the Predicted Radio Resources IE as a sequence of predicted values for the IEs reported in the Xn: Resource Status Update message. According to the latest agreements on the information to consider for predicted resource status, one example of how the Predicted Radio Resources IE may look like is shown below:

9.2.3.xx	Predicted Radio Resource Status
This IE indicates predicted information reporting:

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	IE/Group Name
	Presence

	Predicted Radio Resource Status 
	O
	
	[bookmark: _Hlk44419252]9.2.2.50
	Predicted value of the Radio Resource Status IE
	–
	

	Predicted Number of Active UEs 
	O
	
	[bookmark: _Hlk44419307]9.2.2.62
	Predicted value of the Number of Active UEs IE
	–-
	

	Predicted RRC Connections
	O
	
	[bookmark: _Hlk44419316]9.2.2.56
	Predicted value of the RRC Connections IE
	–
	




Likewise, the UE Performance Measurements are shown below, taking into account the agreements taken so far and possible measurements that are still FFS.

9.2.3.yy	UE Performance Measurements
The UE Performance Measurements IE indicates performance measurements for a UE.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Average UE Throughput DL
	O
	
	9.2.3.4
	Average overall user plane UE throughput in DL

	Average UE Throughput UL
	O
	
	9.2.3.4
	Average overall user plane UE throughput in UL

	Average Packet Delay 
	O
	
	FFS
	Average value for the delay that a packet may experience.

	Average Packet Error Rate
	O
	
	9.2.3.13
	Average Packet Error Rate 

	Average RAN Visible QoE (FFS)
	O
	
	FFS
	Average RAN Visible QoE experienced by the UE on all the active services for which QoE is collected at the time of reporting






While the above tabulars are not definitive and need to be discussed in RAN3 and refined, they can be taken as a baseline for further work. 
Proposal 10:  Take as baseline the above tabulars for the definition of the AIML Assistance Data Reporting Initiation and AIML Assistance Data Reporting procedures, resembling the XnAP Resource Status Reporting Initiation and Resource Status Reporting procedures.
Conclusion
In this contribution, we have discussed the agreements and the open issues related to information exchange for AI/ML in the RAN. Corresponding observations and proposals are reported below.
Observation 1:  RAN3 has agreed on defining a new XnAP procedure for reporting AI/ML-related information. The new procedure should be based on a subscription-reporting mechanism, like the Xn: Resource Status Reporting procedure and should be use-case agnostic and data-type agnostic.
Proposal 1: Confirm the working assumption and agree that the new procedures introduced to exchange AI/ML related information are data-type agnostic, namely they can be used to transfer any type of AI/ML data.
Proposal 2:  Adopt a solution based on “Partial Success” for the new AI/ML procedure for data reporting.
Proposal 3:  The reporting node can use the AI/ML ASSISTANCE DATA RESPONSE messages to explicitly indicate the measurements that can be provided and the list of failed measurements together with the corresponding cause indicating the reason for failure per measurement. The following failure causes are supported: 
· measurement not supported 
· measurement temporarily not available 
· measurement not supported with requested reporting periodicity, 
· measurement not available with requested reporting periodicity, 
· measurement not supported with current combination of requested information,  
· measurement not available with current combination of requested information
Proposal 4:  The reporting node can use the AI/ML ASSISTANCE DATA UPDATE messages to indicate potential issues preventing the reporting.
Proposal 5: For event-based reporting, defining AI/ML events that are implementation specific is out of scope.
Proposal 6: If event-based reporting is considered, threshold-based conditions are used to trigger AI/ML data reporting.
Proposal 7: If event-based reporting is considered, specify a new “Event configuration for AI/ML” IE that comprises of: 
· An event fulfilment condition that defines the condition to be used for determining the fulfilment of the event(s). 
· An event reporting configuration that includes parameters indicating when and how the reporting should be done (e.g., one time or Periodic reporting).
· An identifier (e.g., an event configuration identifier) that is used to refer to a certain configuration when reporting the measurements.
Proposal 8: Events based on insufficient accuracy or validity of predictions should not be considered
Proposal 9: AI/ML ASSISTANCE DATA REQUEST messages can indicate that UE Performance Feedback shall be reported upon the occurrence of events identified by an “AI/ML Event Information” index, such as Handovers due to AI/ML reasons.
Proposal 10:  Take as baseline the above tabulars for the definition of the AIML Assistance Data Reporting Initiation and AIML Assistance Data Reporting procedures, resembling the XnAP Resource Status Reporting Initiation and Resource Status Reporting procedures.

A TP mirroring the proposals above is presented in R3-230461
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