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1	Introduction
SA2 has sent an LS to RAN3 concerning Support of Network Slices which have Area of Service not matching deployed Tracking Areas in [1].

For reasons of simplicity, we report the LS content here.

SA2 is specifying the handling of network slices that have Area of Service (AoS) not matching deployed Tracking Areas. It is discussed that such network slices are indicated as supported uniformly over the TA to CN, but actually in some cells of the TA zero resources may be allocated. RAN feedback is welcome then on the expected handover behaviour when zero resources are allocated but the network slice is indicated as supported in the cell: 

Q1: 	Can the handover be optimized/enhanced to prevent the UE from leaving the network slice service area or steer the UE so it is entering into the network slice service area?
Q2: 	Should the PDU sessions be handed over anyhow to a cell where its network slice has zero resources configured (i.e. no data transmission can happen for the PDU sessions of the network slice) i.e. can such PDU session be retained upon connected mode mobility? 
Q3:	if Area of Interest reporting is configured to let the CN know when the UE is outside the area when the area is the AoS of the S-NSSAI, can the AoI be identified by the S-NSSAI? (I.e. the S-NSSAI is used as AoI identifier to mean where resources are allocated for the S-NSSAI).
Q4:	Can RAN trigger, if configured to do so, the release of the PDU Sessions or deactivation of the UP resources of PDU sessions according to policy as the UE is moving to an area where zero resources are allocated to their network slice?
The LS goes on to ask RAN3 to provide feedback on the questions above.

This paper analyses the LS and provides answers to the questions from SA2.
2 Discussion
Before discussing each individual question, it is worth analysing the use case the LS in [1] refers to.
SA2 refers to a use case where a network slice is uniformly supported in all cells of a TA, but in some of such cells there are no resources allocated to the slice. 
The mechanism by which such resource allocation is achieved is specified in TS28.541, where resources may be assigned to one or more network slices as per following diagram (excerpt from 28.541):

Resources not assigned to any RRM policies and accessible by any network slice

Figure 1 Structure of RRMPolicyRatio

One observation to make is that the RRM policy mechanisms specified in 28.541 do not imply that, in order for a network slice to be served, it has to be a member of a shared/prioritised/dedicated resource pool. The Figure above shows that there can be resource pools not assigned to any member list of slices, which can be used by any service. Hence, the choice of not dedicating any resources to a network slice must come from a very specific network configuration and from a very specific operator choice. 
In our opinion, it is likely that, for services that need continuity, the operator will allow for resources to be made available, even if the service belongs to a slice for which no resources have been dedicated.

Observation 1: In order for a network slice to be served it is not necessary that the slice is member of an RRM Policy. It is up to the operator to decide whether there are no resources at all available for a slice. It might be a common policy to leave a pool or resources accessible to any service, independent of their slice

A second observation to be made is that NG-RAN nodes are aware of the amount of resources available per network slice in a given cell.
This is known by means of the Slice Available Capacity IE, that can be requested by a RAN node as part of the Xn Resource Status Reporting Initiation procedure and that can be received via the Xn Resource Status Reporting procedure. The Slice Available Capacity IE is defined in TS38.423 and TS38.473 as follows:
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The Slice Available Capacity IE indicates the amount of resources per network slice that are available per cell relative to the total NG-RAN resources per cell. The Slice Available Capacity Value Downlink IE and the Slice Available Capacity Value Uplink IE can be weighted according to the ratio of the corresponding cell capacity class values contained in the Composite Available Capacity Group IE, if available.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Slice Available Capacity
	
	1..< maxnoofBPLMNs >
	
	

	>PLMN Identity
	M
	
	9.2.2.4
	Broadcast PLMN

	>S-NSSAI Available Capacity List
	
	1
	
	

	>>S-NSSAI Available Capacity Item
	M
	1 .. < maxnoofSliceItems>
	
	

	>>>S-NSSAI
	
	
	9.2.3.21
	

	>>>Slice Available Capacity Value Downlink
	O
	
	INTEGER (0..100)
	Value 0 indicates no available capacity, and 100 indicates maximum available capacity . Slice Available Capacity Value Downlink should be measured on a linear scale.

	>>>Slice Available Capacity Value Uplink
	O
	
	INTEGER (0..100)
	Value 0 indicates no available capacity, and 100 indicates maximum available capacity. Slice Available Capacity Value Uplink should be measured on a linear scale.



	Range bound
	Explanation

	maxnoofSliceItems
	Maximum no. of signalled slice support items. Value is 1024.

	maxnoofBPLMNs
	Maximum no. of PLMN Ids.broadcast in a cell. Value is 12.





When the Slice Available Capacity is received by an NG-RAN node, it indicates the capacity available in UL and DL, for a given cell and for a specific S-NSSAI in a PLMN.
Hence, an NG-RAN node that requires knowledge of resources available per network slice for a given neighbour cell is able to trigger reporting of the Slice Available Capacity IE. With that the NG-RAN node is aware of whether any resource is available for the slice and it can take opportune mobility decisions in accordance to resource availability. 
The general principle assumed so far is that it is up to NG-RAN implementation whether to handover a UE and its PDU Sessions to a target cell, assuming that the PDU Sessions are associated to a network slice supported at the target cell. The source NG-RAN node may, for example, still handover a PDU Session of a network slice to a target cell where there is no available resources for that network slice, but where the slice is supported. 
Observation 2: An NG-RAN node can be made aware of the network slices supported and of the resources available for a network slice at a neighbour cell. The latter I spossible by requesting the report of the Slice Available Capacity IE from the neighbour RAN node serving the neighbour cell. Decisions at the source NG-RAN to handover a PDU Session Resources of a network slice to a target cell supporting the slice but where no resources are available for that network slice in use are implementation specific.

With the above clarification we move to discuss each question asked by SA2.
2.1 Analysis of SA2´s Questions

Q1: 	Can the handover be optimized/enhanced to prevent the UE from leaving the network slice service area or steer the UE so it is entering into the network slice service area?
As explained in Section 2, an NG-RAN node is aware of the slice support at neighbour cells  and of neighbour cells where resources are available for a given network slice. This is done by means of exchanging the Slice Available Capacity. 
A source NG-RAN node is able to check the received Slice Available Capacity for each of the cells neighbouring a source cell and take handover decisions based on such capacity. Obviously, for cells where no resources have been allocated for the network slice, a Slice Available Capacity equal to zero will be signalled. This enables the source NG-RAN to avoid such target cells and select instead target cells where the Slice Available Capacity is non zero. Indeed, the source NG-RAN may select the target cell where the Slice Selected capacity is highest.
In light of the above, the following answer is proposed:

A1: The current standard allows an NG-RAN node to be aware of the slice support and available capacity for a network slice at each neighbouring cell. It is therefore possible for a source NG-RAN node to optimise handover decisions towards target cells where a network slice in use by a UE has available resources. In the context of this LS, target cells with available capacity for the network slice are part of the network slice service area.

Q2: 	Should the PDU sessions be handed over anyhow to a cell where its network slice has zero resources configured (i.e. no data transmission can happen for the PDU sessions of the network slice) i.e. can such PDU session be retained upon connected mode mobility? 
As explained in Section 2, it is purely up to NG-RAN implementation whether a PDU Session of a network slice is handed over to a target cell where no resources are available for that network slice, assuming that the network slice is supported at the target cell. 
If a source NG-RAN decides to handover a UE to a target cell where no resources are available for a slice in use by the UE, then the DRBs corresponding to the PDU session associated to the network slice may be either admitted and not scheduled by the target NG-RAN, or they may be not admitted at the target. 
It is not the NG-RAN task to retain or remove a PDU Session, hence whether, after active mode mobility, a PDU session of a slice (for which DRBs are admitted and no resources are allocated in a target cell) can be retained or not is out of RAN3 scope and up to CN implementation/policies. 
In light of the above, the following answer is proposed:
A2: If an handover request includes PDU session resources for PDU sessions associated to S-NSSAIs not supported by target NG-RAN, the target NG-RAN node shall reject admission of such PDU session resources. If the S-NSSAI is supported by the target NG-RAN, it is purely up to NG-RAN implementation whether a PDU Session of a network slice is handed over to a target cell where no resources are available for that network slice.  It is not the NG-RAN task to retain or remove a PDU Session, hence whether, after active mode mobility, a PDU session of a slice for which no resources are allocated in a target cell can be retained or not is out of RAN3 scope and up to CN implementation/policies.

Q3:	if Area of Interest reporting is configured to let the CN know when the UE is outside the area when the area is the AoS of the S-NSSAI, can the AoI be identified by the S-NSSAI? (I.e. the S-NSSAI is used as AoI identifier to mean where resources are allocated for the S-NSSAI).

This question is referring to the Location Reporting Control procedure, by which (as quoted in TS38.413) “the AMF to request the NG-RAN node to report the UE's current location, or the UE's last known location with time stamp, or the UE's presence in the area of interest while in CM-CONNECTED state as specified in TS 23.501 [9] and TS 23.502 [10].”
As per current specifications the Area of Interest is defined as follows (see TS38.413):
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This IE indicates the area of interest.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Area of Interest TAI List
	
	0..1
	
	

	>Area of Interest TAI Item
	
	1..<maxnoofTAIinAoI>
	
	

	>>TAI
	M
	
	9.3.3.11
	

	Area of Interest Cell List
	
	0..1
	
	

	>Area of Interest Cell Item
	
	1..<maxnoofCellinAoI>
	
	

	>>NG-RAN CGI
	M
	
	9.3.1.73
	

	Area of Interest RAN Node List
	
	0..1
	
	

	>Area of Interest RAN Node Item
	
	1..<maxnoofRANNodeinAoI>
	
	

	>>Global RAN Node ID
	M
	
	9.3.1.5
	



	Range bound
	Explanation

	maxnoofTAIinAoI
	Maximum no. of tracking areas in an area of interest. Value is 16.

	maxnoofCellinAoI
	Maximum no. of cells in an area of interest. Value is 256.

	maxnoofRANNodeinAoI
	Maximum no. of NG-RAN nodes in an area of interest. Value is 64.



It is therefore clear that the Area of Interest cannot be identified by an S-NSSAI. However, the Area of Interest can be identified as a group of cells, possibly constituting the Area of Service of the network slice. 
In light of the above, the following answer is proposed:
A3: the Area of Interest cannot be identified by an S-NSSAI. However, the Area of Interest can be identified as a group of cells, possibly constituting the Area of Service of the network slice.

Q4:	Can RAN trigger, if configured to do so, the release of the PDU Sessions or deactivation of the UP resources of PDU sessions according to policy as the UE is moving to an area where zero resources are allocated to their network slice?

The NG-RAN is able to notify the AMF of the release of PDU Session Resources. Whether and how the NG-RAN decides to release PDU Session Resources is up to the NG-RAN implementation. 
Similarly, the NG-RAN is able to release any DRB for a UE, which removes any UP resources for the DRB. Whether and how the NG-RAN decides to release a DRB is up to the NG-RAN implementation.  Therefore, the NG-RAN is able to notify the release of a PDU Session to the AMF or to remove a DRB, hence removing UP resources for it, at any point in time and possibly as a consequence of a configured policy.
In light of the above, the following answer is proposed:
A4: The NG-RAN is able to notify the release of a PDU Session to the AMF or to remove a DRB, hence removing UP resources for it, at any point in time and possibly as a consequence of a configured policy

Conclusion
This paper analysed the content of the LS sent by SA2 in [1]. The paper provided the following observations:
Observation 1: In order to a network slice to be served it is not necessary that the slice is member of an RRM Policy. It is up to the operator to decide whether there are no resources at all available for a slice. It might be a common policy to leave a pool or resources accessible to any service, independent of their slice

Observation 2: An NG-RAN node can be made aware of the network slices supported and of the resources available for a network slice at a neighbour cell. The latter I spossible by requesting the report of the Slice Available Capacity IE from the neighbour RAN node serving the neighbour cell. Decisions at the source NG-RAN to handover a PDU Session Resources of a network slice to a target cell supporting the slice but where no resources are available for that network slice in use are implementation specific.
The paper also derived answers to the questions in the LS from SA2, which are reported below, together with the questions asked.
Q1: 	Can the handover be optimized/enhanced to prevent the UE from leaving the network slice service area or steer the UE so it is entering into the network slice service area?
A1: The current standard allows an NG-RAN node to be aware of the slice support and available capacity for a network slice at each neighbouring cell. It is therefore possible for a source NG-RAN node to optimise handover decisions towards target cells where a network slice in use by a UE has available resources. In the context of this LS, target cells with available capacity for the network slice are part of the network slice service area.

Q2: 	Should the PDU sessions be handed over anyhow to a cell where its network slice has zero resources configured (i.e. no data transmission can happen for the PDU sessions of the network slice) i.e. can such PDU session be retained upon connected mode mobility? 
A2: If an handover request includes PDU session resources for PDU sessions associated to S-NSSAIs not supported by target NG-RAN, the target NG-RAN node shall reject admission of such PDU session resources. If the S-NSSAI is supported by the target NG-RAN, it is purely up to NG-RAN implementation whether a PDU Session of a network slice is handed over to a target cell where no resources are available for that network slice.  It is not the NG-RAN task to retain or remove a PDU Session, hence whether, after active mode mobility, a PDU session of a slice for which no resources are allocated in a target cell can be retained or not is out of RAN3 scope and up to CN implementation/policies.


Q3:	if Area of Interest reporting is configured to let the CN know when the UE is outside the area when the area is the AoS of the S-NSSAI, can the AoI be identified by the S-NSSAI? (I.e. the S-NSSAI is used as AoI identifier to mean where resources are allocated for the S-NSSAI).
A3: the Area of Interest cannot be identified by an S-NSSAI. However, the Area of Interest can be identified as a group of cells, possibly constituting the Area of Service of the network slice.

Q4:	Can RAN trigger, if configured to do so, the release of the PDU Sessions or deactivation of the UP resources of PDU sessions according to policy as the UE is moving to an area where zero resources are allocated to their network slice?
A4: The NG-RAN is able to notify the release of a PDU Session to the AMF or to remove a DRB, hence removing UP resources for it, at any point in time and possibly as a consequence of a configured policy

A draft reply LS based on the answers derived in this paper is presented for agreement in [2]
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