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1. Introduction
In last RAN3#117-e, #117b-e and #118 meetings, the support of energy saving (ES) using AI&ML was discussed and the following agreements were reached [1][2][3]. 
	RAN3 focus on the cell-level energy saving strategy as a start point, to avoid overlapped discussion for network energy saving SI.
Predicted resource status information of neighbouring NG-RAN node(s) generated by the current NG-RAN node is internally used, and no standard impacts.
Regarding AI/ML based Energy Saving, the following information should be specified as a start point on the basis of TR37.817:
· Predicted resource status information over Xn
· Current/Predicted Energy Efficiency over Xn, FFS on the calculation of Energy Efficiency
· UE performance (e.g, UL/DL throughput, packet delay, packet loss)
Current Energy Efficiency metric can be exchanged between RAN nodes for the energy saving use case.
FFS what the exact node behaviour at reception of the Energy Efficiency metric will be.
Energy Efficiency constitutes a metric that reflects the energy consumption of a cell or a node. It is FFS what the granularity and exact coding of this metric is.
FFS on how is energy efficiency represented in the Xn message.



	[bookmark: _Hlk125039265]The feasibility, interpretability and encoding of the EE metrics is FFS.
It is FFS how to transfer current Energy Efficiency metric 
It is FFS whether EE metric is per node or per cell and how per cell EE metric can be calculated.
RAN3 to discuss the scenarios where predicted energy efficiency is exchanged. 
· FFS on detailed energy efficiency metric and corresponding E1/F1 impact after the sufficient work for non-split architecture.



	The "Energy Efficiency" metric should be measurable, produced and interpretable by the RAN.
Whether it will be introduced or not is still FFS.
It’s the common understanding that AI/ML based energy saving aims to optimize the overall energy efficiency of the coverage of a gNB and its neighbours.
[bookmark: _Hlk125101528]Start with per node granularity EE and Per cell granularity EE could be considered if it is feasible.
WA: Take the EE defined in SA5 as the baseline for the energy efficiency of a gNB. What to be transfered between NG-RAN nodes is FFS.
Predicted Energy Efficiency is exchanged between NG-RAN node?
FFS on how to calculate this EE, and which of the following 4 options should be adopted:
Option 1: Indicating the value of the ratio of data volume over energy consumption directly
Option 2: Define the EE metric in a more abstract way using a quantitative encoding, e.g., using EE values on a linear scale from 0 to 100.
Option 3: The metric of Energy Efficiency exchanged between NG-RAN nodes is an Energy Consumption related to an additional load. And exchanged EE metric between neighboring NG-RAN nodes is defined in the interval [0, 100].
Option 4: Deliver both data volume and energy consumption over RAN interfaces to let the requesting node calculate the overall DV and over EC of the specific area and thereby drive the overall EE.



In this paper, we discuss the left issues on Energy Efficiency (EE).
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
2.1 Current overall EE
In last RAN3#118 meeting, the following four options for delivery of overall EE information over interfaces were discussed, but no consensus were reached:
Option 1: Indicating the value of the ratio of data volume over energy consumption directly
Option 2: Define the EE metric in a more abstract way using a quantitative encoding, e.g., using EE values on a linear scale from 0 to 100.
Option 3: The metric of Energy Efficiency exchanged between NG-RAN nodes is an Energy Consumption related to an additional load. And exchanged EE metric between neighboring NG-RAN nodes is defined in the interval [0, 100].
Option 4: Deliver both data volume and energy consumption over RAN interfaces to let the requesting node calculate the overall DV and over EC of the specific area and thereby drive the overall EE.
Option 1 is to deliver the detailed value of EE = DV/EC. This value is defined by SA5 for management related operations. However, when exchanging overall EE over interfaces, such detailed value is unnecessary while the abstract value (i.e. Option 2) is enough and even superior. For Option 2, OAM could configure the mapping of abstract EE overall values (i.e., actually exchanged over RAN interfaces) to detailed overall EE values, or configure the maximum or minimum EE values and a scaling method, based on which the peer node can interpret the received abstract value. Comparing with Option 1, Option 2 requires less specification effort as it does not need to specify the detailed value range of overall EE, which is difficult to determine considering the diverse hardware/software configurations and implementation scenarios.
Options 3 and 4 require to indicate the load information (PDCP SDU DV) associated with EC. Such information is kind of redundant as the resource status information (e.g. PRB usage, TNL capacity) is already exchanged, by which the DV could be estimated. So, Option 2 is enough for calculating the area-specific overall EE. 
Proposal 1: Option 2, i.e. overall EE score, is adopted as the overall EE metric transferred over Xn.
Regarding the granularity of overall EE, the following agreement was made in the last meeting: 
Start with per node granularity EE and Per cell granularity EE could be considered if it is feasible.
Generally, the ES actions are mainly taken on cell level, so cell level EE could provide more useful/precise information for deciding and making ES actions. The concern is that it may be difficult to calculate the cell level EE in case multiple cells share the same hardware. In such cases, the node level EE is also beneficial for making ES decisions at peer nodes. Therefore, node level EE should be supported, and continue to discuss the cell level EE. 
[bookmark: _GoBack]Proposal 2: To support node level EE, and to continue to discuss the feasibility of cell level EE indication.
2.2 Predicted overall EE
One use case of predicted overall EE is shown in Fig. 1, where Node A provides the possible ES actions to Node B, and Node B makes future overall EE predictions corresponding to each possible ES action received and sends the predictions to Node A, based on which Node A could choose  a proper ES action. Regarding the transfer of prediction information,  the agreed new AI/ML class 1/2 procedures could be reused. In the AI/ML info reporting initiation procedure, a list of possible ES actions and an indication for requesting prediction of overall EE could be included. As the starting point, the possible ES actions could include Number of UEs to Offload. In the AI/ML info reporting procedure, a list of predicted overall EEs each corresponding to one ES action is indicated. Note that there could be an alternative – not shown in Fig. 1 – to allow Node B to choose the proper ES action for Node A and inform Node A of the chosen ES action. This means that Node B does not send the predicted future overall EE values but it sends the ES action that is recommended to be performed by Node A.
Another possible use case – not shown in Fig. 1 – considers Node A having knowledge of the current overall EE and, via AI/ML, it makes predictions (i.e., AI/ML inferences) of the future overall EE and performs ES actions based on those predictions. An initial exchange from Node B to Node A over Xn of the current Node B’s EE is needed, so that Node A is able to determine the current overall EE, using the information from Node B as an input to the AI/ML model deployed within Node A for predictions.   
[image: ]
Fig. 1 Transfer of predicted EE over Xn
Proposal 3: Over Xn, the EE prediction information including a list of possible ES actions (Node A  Node B) and a list of predicted future overall EEs each corresponding to one ES action (Node B  Node A) could be exchanged.
Another use case is shown in Fig. 2, where gNB-CU informs gNB-DU of the current/predicted EE to facilitate the making of L1/L2 related ES decisions (e.g. energy efficient antenna selection and scheduling) at gNB-DU. For example, if both the current and predicted overall EE is high, the scheduler at gNB-DU may would like to maximize the spectrum efficiency (SE) to improve the network throughput without increasing the energy consumption remarkably; on the other hand, if the current overall EE is high while the predicted overall EE is low, the scheduler at gNB-DU may tend to maximize the overall EE to balance network performance and energy consumption.
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Fig. 2 Transfer of predicted EE over F1
Proposal 4: Over F1, the current overall EE and predicted overall EE could be signalled to gNB-DU.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we make the following proposals. 
[bookmark: _Toc423020280]Proposal 1: Option 2, i.e. overall EE score, is adopted as the overall EE metric transferred over Xn.
Proposal 2: To support node level EE, and to continue to discuss the feasibility of cell level EE indication.
Proposal 3: Over Xn, the EE prediction information including a list of possible ES actions (Node A  Node B) and a list of predicted future overall EEs each corresponding to one ES action (Node B  Node A) could be exchanged.
Proposal 4: Over F1, the current overall EE and predicted overall EE could be signalled to gNB-DU.
The corresponding TPs to TS38.423 is provided in [4].
4. Reference
[1] RAN3_117-e_agenda_20220825_EOM
[2] RAN3_117bis-e_agenda_20221018_EOM
[3] RAN3_118_agenda_20221118_EOM
[4] R3-230381,	(TP for AI&ML BLCR for 38.423) Further discussions on remaining open issues for energy saving using AI/ML, Huawei

3GPP
image1.png
Node A Node B

Possible ES actions that node A may take

>

Predicted EEs of node B

L3 ES actions





image2.png
gNB-CU

Current/predicted EE

gNB-DU

L1/L2 ES

decisions





