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1. Introduction
After RAN3#118 meeting the following agreements and open issues were captured:
The request in the new Class 1 procedure for initiating the reporting of AI/ML Related Information can include an ID assigned by the requesting NG-RAN node to request for reporting, which includes
· the reporting parameters
· list of cells to report
· reporting periodicity
The response in the new Class 1 procedure for initiating the reporting of AI/ML Related Information can include an ID assigned by the responding NG-RAN node which includes the confirmation on the reporting parameters requested.
The message in the Class 2 procedure for Data Reporting of AI/ML Related Information can include the corresponding IDs assigned by the NG-RAN nodes, reports result.
FFS on the name of ID assigned by the NG-RAN node, request for reporting, reporting parameters, list of cells to report, reporting periodicity, reporting parameters, report result.
Event-based triggers can be used as one of the reporting options. FFS on the event-based reporting format.
Predicted Resource Status Information reported in the new procedure for AI/ML Related Information can include predicted TNL capacity indicator, predicted slice available capacity, and predicted composite available capacity group. 
FFS on historical resource status report as input as contribution driven.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In this paper, we provide our further considerations about the detailed impacts from AI/ML-based load balancing on specifications.
2. Discussion
In this section, we present our considerations about the detailed impacts on RAN3 specifications on the aspects of the open issues above.
2.1 Event reporting for new procedure
From the perspective of gNodeB implementation, gNodeBs may need to obtain different data that meets specific conditions, rather than all data of neighboring gNodeBs. This means that it can reduce signaling overhead to some extent. Although the agreed new procedure for exchanging AI/ML related information should be data type agnostic, the events for event-based reporting can be used as conditions for the gNodeB to obtain valid feedback or input data. Therefore, we support event-triggered reports.
Event-based triggers can be used as one of the reporting options for obtaining valid feedback or input data.
In RAN3#118 meeting, four cases for event-based reporting were pointed out as follows:
Case 1: The overload case is predicted to happen
Case 2: A special event happens, e.g., the load exceeds a threshold or the load is lower than a threshold.
Case 3: Previous prediction becomes invalid, or the accuracy of predicted information is not good enough.
Case 4: UE Performance Feedback shall be reported upon the occurrence of an Handover due to AI/ML reasons.
We are supportive of case 1 to case 3 above, but there are two aspects to consider further. The first one is event classification formats, we think there are three types of event triggering criteria: measurement-triggered, prediction-triggered, action-triggered, specific event criteria need to be discussed case by case after the purpose of event triggering is achieved. The second is how to transfer and update event configuration over Xn interface. For example, when the event triggering threshold needs to be changed due to gNodeB implementation, event parameters should be updated over Xn interface. 
RAN3 to consider event formats and configurations case by case after the purpose of event triggering is achieved.
However, we think case 4 is questionable. Firstly, the source gNodeB may not need the performance feedback of all UEs from the target gNodeB. Secondly, if the target gNodeB transfers performance feedback of each UE after the handover, signaling overheads are excessive. Thirdly, in the last meeting it has not been determined whether UE-level and cell-level performance feedback are transferred in the new procedure. In addition, for a HO, there already have been specified HO failure and HO success event which are specific to HO occurrence for the concerned UE, other performance feedback could be just upon request and is not immediately required after HO.
Observation 1:	 Upon the occurrence of an Handover, the key performance is whether it is successful or failed, while other performance is not immediately needed.
2.3 Cell-based UE performance transfer
In RAN3#117 bis-e meeting, it has been agreed on supporting the following cell level UE performance information to be sent for feedback purposes: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate. In RAN3#118 meeting, it was not clearly concluded on how to transfer cell-based UE performance feedback.
In the light of the conclusions and discussions above, we believe that there are two possible options to transfer cell-based UE performance in AI-based load balancing as follows:
[bookmark: _Hlk124841684][bookmark: _Hlk124841606]Option 1: existing resource status reporting procedure. In the current specification, there are many cell level metrics in the RESOURCE STATUS UPDATE message which could be used as performance evaluation, such as SSB status, PRB status. However, there are no UE related performance metrics yet. If transmission is triggered in the current resource status reporting procedure, we need to introduce an additional cell-based UE performance matrix. Although the design of the new procedure can be simplified by using the existing resource status reporting procedure, problems such as the measurement and reporting conflict may occur due to different measurement configurations of the resource status information and the cell-based UE performance feedback. Thus, we think RAN3 needs to discuss whether to add a feedback indication in RESOURCE STATUS REQUEST to trigger the feedback, and introduce cell-based UE performance metrics in RESOURCE STATUS UPDATE message to report the feedback.
Option 2: agreed new class 1/2 procedures. In the previous meeting, we had a consensus: The new procedure for exchange of AI/ML related information should be data type agnostic. Obviously, we should discuss options for transferring cell-based UE performance feedback in the agreed new procedures. Since the agreed new procedures are data type agnostic, the feedback data can be exchanged based on the agreed class1/2 procedures rather than introducing additional new class 1/2 procedures. This manner has very little impact on the agreed new procedures, all what RAN3 needs to do is to discuss the format of request indication and trigger events in the class 1, as well as cell-level UE performance in the class 2. Therefore, we think RAN3 needs to discuss whether to add a feedback indication in the class 1 with appropriate trigger events to trigger the feedback, and introduce the performance matrix in the class 2 to report the cell-based UE performance feedback.
To sum up, we prefer to use Option 2 to transfer cell-based UE performance feedback.
Proposal 3:	There is no need to introduce additional new class 1/2 procedures to transfer the cell-based UE performance feedback.
[bookmark: _Hlk124789686][bookmark: _Hlk124787897]Proposal 3bis:	RAN3 to discuss how to use the agreed new class 1/2 procedures to transfer the cell-based UE performance for feedback in AI/ML based load balancing.
2.3 Historical resource status report 
RAN3#118 meeting discussed whether to design a new procedure to collect historical resource status as input, two options for enhancement are proposed as:
Option 1: Extend the current resource status procedures.
Option 2: The new procedure to carry the historical resource status.
We do not think it is necessary to introduce a new procedure to collect historical resource status, because gNodeB can collect data over a period of time as historical resource status through current resource status procedures. In addition, if the gNodeB needs to obtain historical performance feedback data, the agreed new class 1/2 procedures can be used to collect data. Therefore, the gNodeB can collect historical information such as resource status based on the existing mechanism.
1. There is no need to design a new procedure to transfer historical resource status data.
2.4 Remaining issues
With the collected resource status information from source node itself and neighbour nodes, including the inference output for predicted resource occupation, the source node can use the trained AI/ML model to further inference the load balancing strategies. For example, the source node has foreseen that its own resource occupation will be heavy within a period of time. Then, for offloading purpose, the source node will choose a number of UEs and handover them to a neighbour node with predicted light load. 
However, since the load balancing strategies are based on prediction and not absolutely accurate, the neighbour nodes should be able to deny the incoming handover aimed for offloading purpose. Thus, we think source node should, when using handover procedure, indicate that this incoming handover is for AI/ML based load balancing purpose. 
RAN3 to discuss and agree that whether an incoming handover for the purpose of AI/ML inference based load balancing should be identified. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]Once the target node is selected, the source node should inform the target node of this time of handover before it starts. In our view, the target node should be aware of the timestamp of the handover based on AI/ML inference, in order to prepare for the handover resource. 
Source node to inform the target node of the timestamp of the handover based on AI/ML inference.
Corresponding CR to 38.423 could be seen in [2].
3. Conclusion
Based on the discussion in this paper, we propose the following:
Observation 1:	 Upon the occurrence of a Handover, the key performance is whether it is successful or failed, while other performance is not immediately needed.
1. Event-based triggers can be used as one of the reporting options for obtaining valid feedback or input data.
Proposal 2:	RAN3 to consider event formats and configurations case by case after the purpose of event triggering is achieved.
Proposal 3:	There is no need to introduce additional new class 1/2 procedures to transfer the cell-based UE performance feedback.
Proposal 3bis:	RAN3 to discuss how to use the agreed new class 1/2 procedures to transfer the cell-based UE performance for feedback in AI/ML based load balancing.
Proposal 4:	There is no need to design a new procedure to transfer historical resource status data.
1. RAN3 to discuss and agree that whether an incoming handover for the purpose of AI/ML inference based load balancing should be identified. 
1. Source node to inform the target node of the timestamp of the handover based on AI/ML inference.
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