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1. Introduction
This discussion paper focuses on validity time and accuracy of prediction of load balancing, although it is also applicable for quantised predictions in other use cases.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Validity time of prediction
Load balancing predictions are typically averages over a given time duration.
In SON load metrics are defined that the time duration is as long as the periodicity. Assume that the time to report is  and the periodicity is , the content of it is typically the average measured between  and . The next time to report is  and its content is the average between  and .
Now in AI/ML we are to introduce predictions, which talk about the future rather than the past. The most straightforward method could be a mirror image of load reports in SON, i.e.:
· The prediction provided at  is (ideally) the average between  and ;
· The prediction provided at  is (ideally) the average between  and .
However such straightforward method may not be sufficient enough.
RAN nodes generally wish any decision is suitable as long as possible, e.g. it should not be changed or rolled back within . On the other hand, RAN nodes may take RRM decision at any moment, e.g. possibly at . If such case occurs, the RAN node will naturally wish it has got the prediction covering the duration between  and . But according to the method above, it has not. What it got is only for the duration between  and , received at .
Maybe a better approach is that, the node making such prediction provides at  not only the one for the duration between  and , but also the one for the duration between  and . Another approach is to provide the prediction simply for the duration between  and . We slightly prefer the former one.
Proposal 1: Assume that the time to report prediction is  and the periodicity is , Either of the following two bullets should be supported:
-	In addition to the one for  till , the one for  till  or even further is also provided;
-	The validity duration is longer than the period, e.g. the prediction is for  till .
2.2. Accuracy and confidence of prediction
Load balancing predictions (including the ones agreed last meeting and the ones tagged FFS) are all quantised ones. Theoretically the most accurate expression of accuracy/confidence of quantised predictions should be probability distributions (this is indeed available if one runs multiple models for a lot of times), but maybe we includes only the accuracy part (maybe more precisely, uncertainty) is sufficient enough.
Accuracies are ideally not constants. It can be drastically different depending on situations.
In weather forecast the accuracy can be usually fairly good, but it may not be that good if a storm, especially a tropical cyclone, is nearby. For the latter case meteorologists may run multiple models (typically in super computers) and observes that the predicted trajectories of this storm are different one another, and as one result, the predicted weather of a city are totally different.
Here in RAN AI the case can be similar. A smart AI may predict the load or energy saving metrics quite well in usual case, but if the case is not usual (e.g. holiday, demonstration) there can be much uncertainty.
So in principle, it should be supported that the prediction is provided with an accuracy IE.
Proposal 2: Every quantised prediction can be accompanied with an accuracy IE.
3. Conclusion
Proposal 1: Assume that the time to report prediction is  and the periodicity is , Either of the following two bullets should be supported:
-	In addition to the one for  till , the one for  till  or even further is also provided;
-	The validity duration is longer than the period, e.g. the prediction is for  till .
Proposal 2: Every quantised prediction can be accompanied with an accuracy IE.
Based on the proposal, we draft 2 Stage 3 TPs [1][2].
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