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1. Introduction
Last meeting we sent an LS (R2-2300039/R3-226903) toward RAN2 focusing that whether a UE is allowed to use different HFN than the network when receiving multicast PDCP PDUs of which the PDCP COUNTs are assigned according to the N3mb SN. The answer will impact the “wrap around”. In this paper we assume that RAN2’s apply is no, i.e. the UE must use entirely the same HFN as the network in such cases.
2. Discussion
[bookmark: OLE_LINK78][bookmark: OLE_LINK79][bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK12][bookmark: OLE_LINK5][bookmark: OLE_LINK6]This paper focuses on the issue PDCP count “wrap around”—it does not means that the PDCP count may indeed wrap around (TS 38.323 still prevents this), but what action a gNB should take in order to prevent the PDCP count of an MRB from incrementing beyond its maximum number, i.e. 2³² − 1, and halting data transmission permanently. This case should be handled since its drawback is fatal.
For unicast the solution is simple. Even if gNB-CU-CP/UP split architecture is used, the gNB-CU-CP may periodically perform KgNB update and add/release a DRB, in order to reset the PDCP count toward zero. It can be performed when the PDCP count is well below the maximum number, e.g.:
· Step 1: A DRB is established for a continuous service.
· Step 2: Now it’s in the small hours and after a lengthy delivery, the PDCP count reaches a value comparable with 2³² but still far from it, e.g. 2³²/4.
· Step 3: The gNB-CU-CP decides to “reset” its PDCP count in case (since the gNB-CU-CP doesn’t know how many packets the gNB-CU-UP has delivered). It sets up a new DRB with the PDCP count counting from zero. The result is, one packet received through NG-U is delivered with PDCP count = e.g. (2³²/4 – 1) through the old DRB, but the next packet is delivered with PDCP count = 0 through the new DRB.
This solution is fully up to implementation and thus we did not introduce any change on any spec. In fact it is also applicable for MRBs with PDCP counts not assigned according to MBS QFI SNs, e.g. MRBs for broadcast.
However, this solution is not applicable for the MRBs with PDCP counts assigned according to MBS QFI SNs—PDCP counts of such MRBs are never reset by any of these simple means. They just keep incrementing, no matter how many RRC reconfiguration procedures are performed:
· Step 1: An MRB is established for a continuous service (maybe for an everlasting public safety purpose).
· Step 2: Now it’s in the small hours and after a lengthy delivery, the PDCP count reaches a value comparable with 2³² but still far from it, e.g. 2³²/4.
· Step 3: [Useless behaviour] The gNB-CU-CP sets up a new MRB. The result is, one packet received through NG-U is delivered with PDCP count = e.g. (2³²/4 – 1) through the old MRB, and the next packet is delivered with PDCP count = 2³²/4 through the new MRB—the count isn’t reset at all!
This problem was acknowledged and ever discussed in RAN2 #118 meeting [1][2]. RAN2’s understanding was that it can be handled by proper “network implementation”:
	[032] It is left to the network implementation for the prevention of the PDCP COUNT wrap-around of multicast MRB. No specification change is needed.


This could be true if there is no split between gNB-CU-CP and gNB-CU-UP, but as shown above, it is not true for split architecture.
One method to solve this problem (as pointed out by a few companies in [1]) is to configure two MRBs to carry one QoS flow (if 1:1 mapping) or a set of flows (if N:1 mapping) simultaneously but temporarily, when the gNB finds that the PDCP count of the old MRB is near (2³² − 1). That is to say:
· Packets with PDCP counts up to (2³² − 1) are delivered (and retransmitted, if needed) through the old MRB;
· Packets with PDCP counts from zero on are delivered through the new MRB.
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The first step is to enable the gNB-CU-CP get aware of the PDCP counts. The existing method of pushing PDCP count from the gNB-CU-UP toward the gNB-CU-CP can be reused (See in §9.3.3.36 “MC Bearer Context To Modify Required” in TS 37.483).
Proposal 1: Reuse the existing method that gNB-CU-UP may push PDCP counts toward the gNB-CU-CP in the MC Bearer Context Modification Required message, for the purpose that the gNB-CU-CP can get aware that the PDCP count is near its upper limit.
And the second step is establishing the two MRBs. The simplest approach in our understanding is to add a new IE named “old MRB ID” into “MC MRB To Setup or Modify Item”, and to specify in §8 that the gNB-CU-UP shall handle differently the packets with counts up to (2³² − 1) and from zero on, if the “old MRB ID” IE is present.
Proposal 2: Add a new IE named “old MRB ID” into the “MC MRB To Setup or Modify Item” type, and specify in §8 that the gNB-CU-UP shall handle differently the packets with PDCP counts up to the upper limit and from zero on, if the “old MRB ID” IE is present.
The final step is releasing the old MRB. This can be performed by existing signalling.
3. Conclusion
Proposal 1: Reuse the existing method that gNB-CU-UP may push PDCP counts toward the gNB-CU-CP in the MC Bearer Context Modification Required message, for the purpose that the gNB-CU-CP can get aware that the PDCP count is near its upper limit.
Proposal 2: Add a new IE named “old MRB ID” into the “MC MRB To Setup or Modify Item” type, and specify in §8 that the gNB-CU-UP shall handle differently the packets with PDCP counts up to the upper limit and from zero on, if the “old MRB ID” IE is present.
Based on the proposal, we draft one CR on TS 37.483 [3].
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