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1	Introduction
[bookmark: _Toc474247438]At RAN3 #117, a simple mechanism was designed, which allowed the MN to let the SN know a CHO has been initiated, and then, the SN to inform the MN that due to intra-SN CPC execution, the CHO config has been removed from the UE. 
At RAN3 #118, this mechanism was slightly enhanced (the notification from the MN was separated from the data forwarding indication). However, it was also noted that the coordination mechanism shall be broader, because also MN-initiated CPC and classic reconfigurations interact. This discussion was not completed then though.
2	Discussion
At RAN3 #118, a table was formulated, where the results of the event interactions were recorded. There were two dimensions considered:
1) After reconfiguration of SCG, the UE may delete prior conditional configuration from the MN, or the conditional reconfiguration may remain active.
2) The SCG configuration included in the notification from the SN may need to be forwarded to the UE over SRB1, or may be provided only for coordination purposes (e.g. to enable re-enabling deleted CHO in the UE and in the target nodes).
With this in mind, we propose to reformulate a bit the table discussed at RAN3 #118:
	First MN reconfig  

Following 
SN reconfig
	Case A: 
Only CHO is prepared 
(No MN/SN initiated inter SN CPC)
	Case B: 
MN/SN initiated inter SN CPC is prepared
(CHO may be prepared)
	Case C:
CHO or MN/SN initiated inter SN CPC is prepared
AND Intra SN CPC is prepared (assuming SN notifies MN about the intra SN CPC preparation)

	Case 1. intra-SN CPC execution
	Case A.1: 
UE deletes all conditional reconfiguration,
MN shall not forward the SN’s reconfig
	Case B.1: 
UE deletes all conditional reconfiguration,
MN shall not forward the SN’s reconfig
	The same as B

	Case 2. Legacy SCG reconfiguration with sync via SRB1 
	Case A.2:
UE keeps original MN’s reconfig,
MN shall forward the SN’s reconfig (legacy handling)
	Case B.2: 
UE deletes all conditional reconfiguration,
MN shall forward the SN’s reconfig (legacy handling)
	The same as B

	Case 3. Legacy SCG reconfiguration with sync via SRB3

	Case A.3:
UE keeps original MN’s reconfig,
MN shall not forward the SN’s reconfig
	Case B.3:
UE deletes all conditional reconfiguration,
MN shall not forward the SN’s reconfig

	The same as B

	Case 4. Legacy SCG reconfiguration without sync via SRB1 
	Case A.4:
UE keeps original MN’s reconfig,
MN shall forward the SN’s reconfig (legacy handling)
	Case B.4:
UE keeps original MN’s reconfig,
MN shall forward the SN’s reconfig (legacy handling)
	The same as B

	Case 5. Legacy SCG reconfiguration without sync via SRB3
	Case A.5:
UE keeps original MN’s reconfig,
MN shall not forward the SN’s reconfig
	Case B.5:
UE keeps original MN’s reconfig,
MN shall not forward the SN’s reconfig
	The same as B



Based on this, we can make two observations:
Observation 1: There are 3, not only 2 combinations of the special results of SCG reconfiguration: MN’s conditional config is deleted and the SCG config does not need to be forwarded to the UE; MN’s conditional config remains in the UE and the SCG config does not need to be forwarded to the UE; MN’s conditional config is deleted and the SCG config must be forwarded to the UE (there is also the “legacy handling”, i.e. where the MN’s conditional config remains in the UE and the MN forwards the received SCG config to the UE).
Observation 2: General case ‘C’ is the same as case ‘B’ with respect to the MN handling and thus can be skipped in further discussion.
When looking at the table, one may consider whether the general cases 3 and 5 should even be considered: the problem of SCG reconfiguration exists since Rel.16, where mechanism of CHO with DC at the source were introduced. No special “notification” was designed then, which in practice means that RAN3 assumed that if/when the SN is informed about the start of CHO, it should stop using SRB3. If this logic is extended, cases 3 and 5 can be eliminated. However, it will not help: the extra scenario B.2 still remains.
Observation 3: Even though cases 3 and 5 could be removed (so far, it was effectively assumed the SN should not use SRB3 for reconfiguration of UE, if it is informed about started CHO or MN-initiated CPC), it does not help RAN3 signalling – there are still 3 handlings (plus the legacy handling).
The solution agreed at RAN3 #117 adds a notification in the form of a new IE with a single code-point. The description is as follows:
If the SCG Reconfiguration Notification IE is included in the S-NODE MODIFICATION REQUIRED message and set to "executed", the M-NG-RAN node shall, if supported, consider that a prepared SN-initiated intra-SN CPC procedure or a reconfiguration with sync of the SCG using SRB3 has been executed, as specified in TS 37.340 [8]. If the S-NG-RAN node to M-NG-RAN node Container IE is also included in the S-NODE MODIFICATION REQUIRED message, the M-NG-RAN node shall, if supported, consider that the received SCG configuration has already been applied in the UE and should not be forwarded to the UE.
The “SCG Reconfiguration Notification IE” covers therefore cases x.1 and x.3 in the table. However, as we can see, the handling of scenarios A.3 and B.3 should be different – but, the MN, when it receives the “SCG Reconfiguration Notification IE”, it only knows if it has prepared CHO or CPC. The MN can’t tell if the SN executed its own CPC or a classic reconfiguration over SRB3 (possibly also if an intra-SN CPC is prepared, though cases ‘C’ assume that the SN notifies the MN). If the MN has prepared a CHO, the MN does not know if its conditional reconfig has or has not been deleted.
Does the MN need to know if its config is still at the UE or not? One may argue that even though the config does exist, the MN may consider it invalidated with a new SCG config. So, it will have to update it anyway. However, if the MN decides to remove it for the time being, it is unnecessary to signal it when the context has already been deleted (or will be deleted once the SCG reconfig is provided to the UE). 
Observation 4: The stage-3 description of the “executed” flag is currently too broad, apply to too many cases and does not allow the MN to act as needed (in particular, the currently MN does not know if its CHO reconfiguration has or has not been removed in the UE).
Because of this, at the last RAN3 #118 meeting, it was considered reasonable to add one more code-point to the existing flag:
· Code point 1: If any SN RRC reconfiguration is received, MN uses as it wants. MN considers all conditional reconfigurations at UE have been released. MN does not transfer SN RRC reconfiguration, if received, to UE.  
· Code point 2: If any SN RRC reconfiguration is received, MN uses as it wants. MN does not transfer SN RRC reconfiguration, if received, to UE. MN does not consider all conditional reconfigurations at UE have been released.
Based on this, we could assume that the existing “executed” code-point refers to the point 2 above, while a new code point, e.g., “executed-deleted”, will be used for the point 1 above.
Proposal 1: RAN3 shall confirm the understanding from the RAN3 #118 meeting, that the MN must know if its prior conditional reconfiguration still exists in the UE. To address the agreement from RAN3 #118, a new code-point is added to the SCG Reconfiguration Notification IE, with a name “executed-deleted”.
Does it solve all the problem? Unfortunately, it does not: there is still the case B.2, where the provided SCG reconfiguration has not been delivered to the UE yet, but once it is delivered, the MN’s conditional CPC will be removed. The MN can’t tell this scenario from the reconfiguration without sync, where the MN’s CPC stays in the UE. (In theory, the MN could dig into the SCG reconfig to discover if it is with or without sync. Such behaviour should not be required though.)
Observation 5: The MN can’t tell case B.2 from B.4 on its own (without digging into the SCG reconfig) so there must be yet third flag, which will tell the MN that the SCG is to be handled normally (SCG reconfig to be forwarded to the UE), but once handled, MN’s CPC will be deleted.
Proposal 2: RAN3 adds third flag to the SCG Reconfiguration Notification IE, with a name “deleted”.
This can be summarised that we need three code-points for the IE (and a legacy handling):
· Existing “executed”: the MN shall not forward the included SCG config to the UE (it has already been executed), but MN’s conditional configuration remains in the UE (scenarios A.3, A.5, B.5);
· New “executed-deleted”: the MN shall not forward the included SCG config to the UE (it has already been executed) and MN’s conditional configuration has been deleted in the UE (scenarios A.1, B.1, B.3);
· New “deleted”: the MN forward the included SCG config to the UE normally, but MN’s conditional configuration has been deleted in the UE (scenarios B.2);
· Legacy handling (i.e. the SCG Reconfiguration Notification IE is not included at all): the included SCG reconfig is to be delivered to the UE (as per SCG reconfig without MN’s involvement over SRB1) and it does not delete any prior MN’s conditional reconfiguration in the UE (scenarios A.2, A.4, B.4).
Observation 6: If this is introduced as proposed, the reference “as specified in TS 37.340” is not needed – the flag explicitly tells the MN what the situation is.
One may observe that the SN has to provide different indication for the case A.3 and B.3. This is possible though: at RAN3 #118, it is agreed that the indication provided from the MN about started conditional reconfiguration separates a started CHO from a started CPC. Thus, the SN can act correctly.
Observation 7: Since the MN informs the SN about started CHO and started CPC separately, the SN can provide correct indication for scenarios A.3 and B.3.
There is also another approach possible: the existing “executed” flag is used for just executed intra-SN CPC. For a classic SCG reconfiguration, a new IE is defined which informs if this reconfiguration is with or without sync and, to enable the MN to differentiate between cases B.2 and B.3, if the included SCG reconfig is to be forwarded to the UE using SRB1. However, this approach will not change much: instead of telling the MN explicitly what has happened, it tells what kind of reconfiguration is being done. However, the overall number of code-points is the same as in the solution proposed above (3 different scenarios + the legacy handling).
Observation 7: Using code points that define the type of SN’s reconfiguration instead of defining the result of the reconfiguration changes nothing: it still requires indication of 3 separate scenarios and one legacy handling.
3	Conclusions
In this paper, we continue the discussion on the coordination between MN-initiated conditional reconfigurations and executions of SCG reconfigurations. The discussion may be summarised in the following observations and proposals:
Observation 1: There are 3, not only 2 combinations of the special results of SCG reconfiguration: MN’s conditional config is deleted and the SCG config does not need to be forwarded to the UE; MN’s conditional config remains in the UE and the SCG config does not need to be forwarded to the UE; MN’s conditional config is deleted and the SCG config must be forwarded to the UE (there is also the “legacy handling”, i.e. where the MN’s conditional config remains in the UE and the MN forwards the received SCG config to the UE).
Observation 2: General case ‘C’ is the same as case ‘B’ with respect to the MN handling and thus can be skipped in further discussion.
Observation 3: Even though cases 3 and 5 could be removed (so far, it was effectively assumed the SN should not use SRB3 for reconfiguration of UE, if it is informed about started CHO or MN-initiated CPC), it does not help RAN3 signalling – there are still 3 handlings (plus the legacy handling).
Observation 4: The stage-3 description of the “executed” flag is currently too broad, apply to too many cases and does not allow the MN to act as needed (in particular, the currently MN does not know if its CHO reconfiguration has or has not been removed in the UE).
Proposal 1: RAN3 shall confirm the understanding from the RAN3 #118 meeting, that the MN must know if its prior conditional reconfiguration still exists in the UE. To address the agreement from RAN3 #118, a new code-point is added to the SCG Reconfiguration Notification IE, with a name “executed-deleted”.
Observation 5: The MN can’t tell case B.2 from B.4 on its own (without digging into the SCG reconfig) so there must be yet third flag, which will tell the MN that the SCG is to be handled normally (SCG reconfig to be forwarded to the UE), but once handled, MN’s CPC will be deleted.
Proposal 2: RAN3 adds third flag to the SCG Reconfiguration Notification IE, with a name “deleted”.
Observation 6: If this is introduced as proposed, the reference “as specified in TS 37.340” is not needed – the flag explicitly tells the MN what the situation is.
Observation 7: Since the MN informs the SN about started CHO and started CPC separately, the SN can provide correct indication for scenarios A.3 and B.3.
Observation 7: Using code points that define the type of SN’s reconfiguration instead of defining the result of the reconfiguration changes nothing: it still requires indication of 3 separate scenarios and one legacy handling.
Stage-3 CRs implementing the modifications are proposed in [1] and [2], while stage-2 CR is proposed in [3].
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