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1	Introduction	
[bookmark: _Hlk115185746]The procedures on Xn interface of AI/ML for NG-RAN were discussed in last RAN3 meetings. In RAN3#117e-meeting, it was agreed to define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information [1]. And furthermore, following agreements/WA/FFS achieved in last RAN3#117bis e-meeting [2]:
· WA: The new procedure is introduced to exchange AI/ML related information is data type agnostic, namely it can be used to transfer AI/ML data.
· It’s FFS on whether more new procedures needed to transfer different types of AL/ML data (e.g., feedback, measurements for training/inference). 
· The exact information to be included in this new procedure need to be discussed on a case by case basis. 
· Legacy information that are used to support AI/ML are transferred via existing legacy procedures (no need to signal them via other procedures) 
· Cell based UE Trajectory Prediction is transferred via existing HO signalling messages, it’s FFS on whether other way to transfer the cell based UE Trajectory Prediction information is needed. 

In this contribution, we provide considerations on remaining Xn procedures of AI/ML for NG-RAN, due to Input/Output/feedback, for the three use cases. 
2	Discussion
During the Rel-17 study phase of AI/ML for NG-RAN, the solutions of the three use cases, i.e., the AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization, were studied and following solutions were captured in TR37.817 [3]:
· Input from UE, local node and neighbouring NG-RAN node
· Output for AI/ML-based solutions
· Feedback of AI/ML-based solutions

Following we will discuss the information that has potential Xn interface impacts.

1) Input from neighboring NG-RAN node
[bookmark: _Hlk110438321]Following is the input from neighbouring NG-RAN node for the three use cases:
[bookmark: _Hlk110438306]From neighbouring NG-RAN nodes for AI/ML-based Network Energy Saving:
· Current/Predicted energy efficiency
· Current/Predicted resource status
· Current energy state (e.g., active, high, low, inactive)
From neighbouring NG-RAN Nodes for AI/ML-based Load Balancing:
· Current and predicted resource status
· UE performance measurement at traffic offloaded neighbouring cell
From the neighbouring RAN nodes for AI/ML-based and Mobility Optimization: 
· UE’s history information from neighbour
· Position, QoS parameters and the performance information of historical HO-ed UE (e.g., loss rate, delay, etc.)
· Current/predicted resource status
· UE handovers in the past that were successful and unsuccessful, including too-early, too-late, or handover to wrong (sub-optimal) cell, based on existing SON/RLF report mechanism. 
It is observed that current/Predicted resource status from neighbouring node is the common information for the three use cases. Since in RAN3#117 e-meeting, it was agreed to define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information. So, in this paper, we mainly focus on the current resource status from neighbouring node.
The existing Radio Resource Status IE indicates the usage of the PRBs per cell for MIMO, per SSB area, and per slice for all traffic in Downlink and Uplink and the usage of PDCCH CCEs for Downlink and Uplink scheduling. In our understanding, the existing Radio Resource Status IE is sufficient for AI/ML based solutions. Furthermore, the legacy Resource Status Reporting procedure by sending RESOURCE STATUS REQUEST, RESOURCE STATUS RESPONSE messages, and RESOURCE STATUS UPDATE could be reused to obtain the resource status from neighbouring node.
Proposal 1: Reuse existing Radio Resource Status IE and Resource Status Reporting procedure to obtain the resource status from neighbouring node.
The performance information of historical HO-ed UE (e.g., loss rate, delay, etc) is another common information needed from neighbouring NG-RAN node for AI/ML-based Load Balancing and Mobility Optimization. The information such as packet loss rate, delay, is beneficial for post-assessment of UE’s handover due to load balancing or mobility optimization. 
It seems that no existing IE or message has been supported to transfer the information. In our understanding, HANDOVER REPORT message could be extended to support the performance of HO-ed UE. Also, the Position, QoS parameters (e.g., Packet Loss Rate, delay) needed for AI/ML-based Mobility Optimization could be added in the extended HANDOVER REPORT message.
Proposal 2: Extend HANDOVER REPORT message to transfer the information of performance of HO-ed UE, including the Position, QoS parameters.
UE’s history information is needed from neighbouring NG-RAN node for AI/ML-based Mobility Optimization. It has been supported by existing handover procedure, where upon reception of the UE History Information from the UE IE in the HANDOVER REQUEST message, the target NG-RAN node shall collect the information defined as mandatory in the UE History Information IE and shall, if supported, collect the information defined as optional in the UE History Information IE, for as long as the UE stays in one of its cells, and store the collected information to be used for future handover preparations. It is reasonable to reuse the information to obtain the UE’s history information from neighbouring node. 
Proposal 3: Reuse existing UE History Information IE in the HANDOVER REQUEST message to obtain the UE’s history information from neighbouring node.
As for the Current energy efficiency and Current energy state (e.g., active, high, low, inactive) needed for AI/ML-based Network Energy Saving, there is no existing procedure to transfer the information on Xn interface. Currently, the Deactivation Indication IE is contained in the Served Cells NR To Modify IE in NG-RAN NODE CONFIGURATION UPDATE message to indicate that the concerned cell was switched off to lower energy consumption. Therefore, the energy efficiency and energy state information could also be carried in this message.
Proposal 4: Extend the NG-RAN NODE CONFIGURATION UPDATE message to transfer the information of current energy efficiency and current energy state.
For AI/ML-based Mobility Optimization, the information of UE handovers in the past that were successful or unsuccessful, including too-early, too-late, or handover to wrong (sub-optimal) cell is needed to transfer from neighbouring node. Since existing RLF report and Successful Handover Report mechanism have supported to report the related information, no new procedure or message needs to be introduced.
Proposal 5: Reuse existing RLF report and Successful Handover Report to transfer the information UE handovers in the past that were successful or unsuccessful, including too-early, too-late, or handover to wrong (sub-optimal) cell.

2) Feedback information retrieve 
Feedback information is collected from NG-RAN nodes to optimize the performance of AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization, and following the feedback information for each use case:
Feedback of AI/ML-based Network Energy Saving
· Resource status of neighbouring NG-RAN nodes
· Energy efficiency 
· UE performance affected by the energy saving action (e.g., handed-over Ues), including bitrate, packet loss, latency. 
· System KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node)
Feedback of AI/ML-based Load Balancing
· UE performance information from target NG-RAN (for those Ues handed over from the source NG-RAN node)
· Resource status information updates from target NG-RAN
· System KPIs (e.g., throughput, delay, RLF of current and neighbours)
Feedback of AI/ML-based Mobility Optimization
· [bookmark: OLE_LINK2]QoS parameters such as throughput, packet delay of the handed-over UE, etc. 
· Resource status information updates from target NG-RAN.
· Performance information from target NG-RAN. The details of performance information are to be discussed during normative work phase. 
It is observed that some feedback information transferred over the Xn interference is the same with that of input from neighboring NG-RAN node, e.g., Resource status of neighbouring NG-RAN nodes, Energy efficiency, UE performance. Therefore, it is reasonable to reuse the procedure or message of obtaining input from neighboring NG-RAN node to retrieve feedback information. 
Proposal 6: Reuse the procedure or message of obtaining input from neighboring NG-RAN node to retrieve feedback information, if the feedback information transferred over the Xn interference is the same with that of input from neighboring NG-RAN node.
The system KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node) are common feedback information for AI/ML-based Network Energy Saving and Load Balancing. Currently, there is no existing procedure to transfer the information on Xn interface. Similar to the energy efficiency and energy state information, the NG-RAN NODE CONFIGURATION UPDATE message could be used to transfer the system KPIs.
Proposal 7: Extend the existing NG-RAN NODE CONFIGURATION UPDATE message to transfer the information of system KPIs between neighbouring nodes.
3	Summary
In this contribution, we provide considerations on potential Xn interface impacts due to Input/Output/feedback of the three use cases. Following proposals are made:
Proposal 1: Reuse existing Radio Resource Status IE and Resource Status Reporting procedure to obtain the resource status from neighbouring node.
Proposal 2: Extend HANDOVER REPORT message to transfer the information of performance of HO-ed UE, including the Position, QoS parameters.
Proposal 3: Reuse existing UE History Information IE in the HANDOVER REQUEST message to obtain the UE’s history information from neighbouring node.
Proposal 4: Extend the NG-RAN NODE CONFIGURATION UPDATE message to transfer the information of current energy efficiency and current energy state.
Proposal 5: Reuse existing RLF report and Successful Handover Report to transfer the information UE handovers in the past that were successful or unsuccessful, including too-early, too-late, or handover to wrong (sub-optimal) cell.
Proposal 6: Reuse the procedure or message of obtaining input from neighboring NG-RAN node to retrieve feedback information, if the feedback information transferred over the Xn interference is the same with that of input from neighboring NG-RAN node.
Proposal 7: Extend the existing NG-RAN NODE CONFIGURATION UPDATE message to transfer the information of system KPIs between neighbouring nodes.
4	Reference
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