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1 Introduction
RAN3#117bis-e made the following working assumptions:
WA: RAN3 works on the network based solution for RACH report retrieval, i.e., gNB-DU indicates to gNB-CU about RACH occurrence
WA: SN should indicate the potential availability of RA report to the MN, MN can fetch the RA report and transfer it to SN. 
 In this paper we provide an initial discussion on such network method for RACH report retrieval.
2	Discussion
Concerning the employed terminology in this discussion, we notice that the term "RA report" is used with two different meanings in TS 38.331. In the first meaning, the "RA report" corresponds to the ra-ReportList fetched by the network in the UEInformationRequest/Response procedure, which includes information from multiple successful RA procedures. TS 38.331:

maxRAReport-r16                         INTEGER ::= 8       -- Maximum number of RA procedures information to be included in the RA report

In the 2nd WA copied above, we think RAN3 employed the term "RA report" with the same meaning as in the definition of the maxRAReport-r16 constant. "Availability of RA report" then means that multiple (probably 8) RA procedure entries are available.

Other usage of the term "RA report" in TS 38.331 makes reference to the information stored for a single RA procedure (see semantics of  the ra-ReportList IE below). 

In order to avoid excessive RRC signalling load (UEInformationRequest/Response procedures) required to obtain RA report information from served UEs, the UE buffers up to 8 RA procedure entries in the ra-ReportList: 

	[bookmark: _Hlk118354867]ra-ReportList
This field is used to provide the list of RA reports that is stored by the UE for the past up to maxRAReport-r16 number of successful random access procedures, or failed or successful completion of on-demand system information request procedure.



The UE includes the ra-ReportList in the UEInformationResponse message. Each of the RA procedure entries in this list contains second level list with detailed information about the random access attempts  executed for the concerned RA procedure (RA attempt entries):
PerRAInfoList-r16 ::= SEQUENCE (SIZE (1..200)) OF PerRAInfo-r16

	perRAInfoList, perRAInfoList-v1660
This field provides detailed information about each of the random access attempts in the chronological order of the random access attempts. If perRAInfoList-v1660 is present, it shall contain the same number of entries, listed in the same order as in perRAInfoList-r16.



The rationale behind the working assumptions cited in introduction of this paper is to provide a network solution to estimate the need for retrieval of RA reports from a served UE, considering that even if RA report availability indication is provided by the UE to the network in Rel-18 a network-based method would anyway be required for support of pre-Rel-18 UEs.

As can be seen from the information above, the network-based method must be able to determine, or estimate, whether the RA procedure is considered successful in the UE, and the network also needs to be able to map the RA procedure to the concerned UE context. Simple detection of RA attempts is therefore not sufficient. 

Proposal 1: The network-based method must be able to determine, or estimate, whether a RA procedure is considered successful in the UE.  Simple detection of RA attempts is not sufficient.

Analysis of when a RA procedure is successful will need to be done either by the gNB-DU or by the gNB-CU depending on the scenario triggering the RA procedure. We believe that, in principle, the following procedures require analysis by the gNB-CU:

· Access, i.e. related to initial access from RRC_IDLE, RRC Connection Re-establishment procedure and transition from RRC_INACTIVE
· ReconfigurationWithSync 
· Request for other SI 

And the following procedures require analysis by the gNB-DU
· BeamFailureRecovery 
· UlUnSynchronized 
· SchedulingRequestFailure 
· NoPUCCHResourceAvailable 

Proposal 2: RAN3 to determine RA scenarios to be analysed by the gNB-DU and the gNB-CU, respectively.

If this approach is followed, the gNB-CU will be in charge of keeping a context or counter reflecting successful RA procedures in the UE. The gNB-CU will increment the counter when it considers that a RA procedure with gNB-CU involvement (e.g. access-related) was successful in the UE. The gNB-CU will also increment the counter when the gNB-DU informs it about a successful RA procedure that didn't have gNB-CU involvement (e.g. linked to UL scheduling). 

Proposal 3: The gNB-CU keeps track of the total estimated number of successful RA procedures, including RA procedures with gNB-CU involvement and RA procedures without gNB-CU involvement (informed by the gNB-DU).

However, despite such split of responsibilities between gNB-DU and gNB-CU, the observations in the network will remain estimates. We also expect that some procedures are counted as successful RA procedures in the UE but will not be counted at all in the network (e.g. rejected RRC Setup or RRC reestablishment procedures). Also other scenarios may get a different analysis in the network and in the UE (e.g. unsuccessful contention resolution (in case of contention-based RA), fall-back from 2-step to 4-step RA type, …). 

A further drawback is that the RA scenario "Request for other SI" doesn't seem to fit with the described method, because both failed and successful completions of on-demand system information request procedures will be registered as RA report. Furthermore, when "Request for other SI" is done by a UE in RRC_idle, the NG-RAN will not have an associated UE context and hence can't increment any RA procedure counter. 

A further drawback is handling of the NR-DC scenario where NR RACH procedures are performed on both the MCG leg and SCG leg, and the UE will merge the corresponding RA reports in the same ra-ReportList. Any solution to this problem based on real-time Xn coordination on a per RACH procedure granularity is in our view architecture-breaking and not sustainable in terms of signalling load. Only an approximate network-based solution therefore seems within reach for the NR-DC scenario.

Observation: The network-based solution to determine RA report availability will not take into account all scenarios for single connectivity and NR-DC, and hence will provide estimates only.

We therefore believe that the network-based solution should focus on handling of pre-Rel-18 UEs, expecting Rel-18 UE-based RA report availability indication.

Proposal 4: Network-based solution should focus on handling of pre-Rel-18 UEs, expecting Rel-18 UE-based RA report availability indication.

3	Conclusion
Proposal 1: The network-based method must be able to determine, or estimate, whether a RA procedure is considered successful in the UE.  Simple detection of RA attempts is not sufficient.

Proposal 2: RAN3 to determine RA scenarios to be analysed by the gNB-DU and the gNB-CU, respectively.

Proposal 3: The gNB-CU keeps track of the total estimated number of successful RA procedures, including RA procedures with gNB-CU involvement and RA procedures without gNB-CU involvement (informed by the gNB-DU).

Observation: The network-based solution to determine RA report availability will not take into account all scenarios for single connectivity and NR-DC, and hence will provide estimates only.

Proposal 4: Network-based solution should focus on handling of pre-Rel-18 UEs, expecting Rel-18 UE-based RA report availability indication.
