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1. Introduction
RAN3 has received from SA2 the LS in [1]. This LS quotes the following:

SA2 would like to thank RAN1’s LS reply (R1-2205531/S2-2208105) on UE power saving for XR and media services. So far, SA2 has started to evaluate and conclude solutions for key issues for the study of XR and Media Services and has reached conclusions in chapter 8 of TR 23.700-60. SA2 would like to coordinate with RAN WGs about the following aspects:
· In KI#3 (Network exposure), SA2 has been studying what information is useful for the purpose of enablement of rate adaptation at application and how that can be exposed by 5GS to the server and agreed the conclusions in TR 23.700-60 clause 8 (see pCR S2-2209977 and S2-2209978). The purpose of rate adaptation is to reduce the influx of data to keep the buffer/queue length level low which gives low latency.
Two variants of L4S marking are considered: (1) L4S marking in the NG-RAN node and (2) L4S marking by the PSA UPF based on information provided by NG-RAN. SA2 would like to ask RAN2 and RAN3 feedback on the following questions:
· Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.
· Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 

· [bookmark: _Hlk111069693]In KI#4&5 (PDU Set based QoS framework), SA2 has been discussing the extension of the 5GS QoS framework to support the efficient handling of PDU Set, mainly including PDU Set identification and PDU Set level QoS. SA2 has agreed to send to the gNB the information captured in TR 23.700-60 clause 8 (see agreed pCR S2-2209938).

· [bookmark: _Hlk110954903]In KI#8 (Power Saving), as to RAN1’s LS reply (R1-2205531/S2-2208105), SA2 notes that RAN1 indicates that it may be helpful for the core network to provide RAN with the following pieces of information: PDU set periodicity and start time, PDU set end indication, PDU set level QoS parameters, PDU set size (number of bits) or number of PDUs in a PDU set, PDU set identity and relationship information among PDUs within the same PDU set, and Jitter information. SA2 would like to inform RAN1 that relying on above listed PDU Set information alone may not result in an optimal CDRX configuration, since a data burst may include one or multiple PDU Sets. As a result, e.g. a PDU set end indication may or may not mark the end of a Data Burst. (See agreed pCR S2-2209939) 


In this contribution an analysis of the questions asked by SA2 is provided and feedback on the LS from SA2 is given.
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Analysis of L4S solutions in KI#3
In [1] solutions for L4S marking are outlined. SA2 has converged on the possibility for two approaches to L4S marking, one at the RAN and one at the UPF.
In order to understand the information needed to trigger L4S marking in the solutions outlined by SA2, the LS in [1] provides the following description:
“In KI#3 (Network exposure), SA2 has been studying what information is useful for the purpose of enablement of rate adaptation at application and how that can be exposed by 5GS to the server and agreed the conclusions in TR 23.700-60 clause 8 (see pCR S2-2209977 and S2-2209978). The purpose of rate adaptation is to reduce the influx of data to keep the buffer/queue length level low which gives low latency.”

Namely, the main purpose of L4S is to keep “buffer/queue length level low”, so that the data flow is subject to “low latency”.
Observation 1: the objective of L4S solutions is to ensure low buffer/queue level, so to achieve low traffic latency

With the above in mind, it can be deduced that the “congestion information” mentioned in the LS from SA2 could consist of an indication of “High Traffic Latency”. A High Traffic Latency indication, in turn, can be interpreted as an indication that traffic is delayed and buffer/queue levels are increasing beyond acceptable levels. Therefore, such indication can trigger an action aimed at reducing traffic latency. Such action would consist of the L4S marking occurring at IP layer level.
Observation 2: The “congestion information” to be estimated by the NG-RAN could consist of a “High Traffic Latency” indication, triggering L4S marking aimed at re-establishing low traffic latency

The above observation is essential to answer the questions SA2 poses in their LS.
Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.

There are several ways an NG-RAN node may deduce whether traffic for a DRB is subject to high latency. One of them makes use of specified solutions for packet delay monitoring at NG-RAN. TS38.314 describes a number of metrics supported by the NG-RAN, where delay is measured at different levels, as quoted below (see TS38.314):

The RAN part of DL packet delay measurement comprises:
-	D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552 [2] 5.1.1.1.1.
-	D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552 [2] 5.1.3.3.3.
-	D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552 [2] 5.1.3.3.2.
-	D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552 [2] 5.1.3.3.1.
The DL packet delay measurements, i.e. D1 (the DL delay in over-the-air interface ), D2 (the DL delay in gNB-DU), D3 (the DL delay on F1-U) and D4 (the DL delay in CU-UP), should be measured per DRB per UE.
NOTE:	The delay measurements D1, D2 and D4 are also applicable for EUTRA in case of EN-DC related DL delay measurements on the MN side.
The RAN part (including UE) of UL packet delay measurement comprises:
-	D1 (UL PDCP packet average delay, as defined in clause 4.3.1.1).
-	D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2).
-	D2.2 (average RLC packet delay, as defined in 4.2.1.2.3).
-	D2.3 (average delay UL on F1-U, it is measured using the same metric as the average delay DL on F1-U defined in TS 28.552 [2] clause 5.1.3.3.2).
-	D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4).
The UL packet delay measurements, i.e. D1(UL PDCP packet average delay), D2.1(average over-the-air interface packet delay), D2.2(average RLC packet delay), D2.3(average delay UL on F1-U) and D2.4(average PDCP re-ordering delay), should be measured per DRB per UE. The unit of D1, D2.1, D2.2, D2.3 and D2.4 is 0.1ms.
  
It should be noted that the packet delay measurements above can be provided on a per DRB and per UE level, in UL and DL.

[bookmark: _Hlk118360578]The solution for packet delay monitoring already described in RAN3 specifications foresees the delay measurements quoted above to be made available at the gNB-CU-UP, which can be used to estimate high traffic latency and therefore perform L4S marking at the NG-RAN, and it also foresees delay measurements to be signalled to the UPF over the NG-U interface.

Another method for deducing high traffic latency at DRB level can be based on the Buffer Status Report (BSR) both in UL and DL. This information allows the RAN to check how the DRB queue is developing. At DL level, the RAN knows what the DL buffer is as this is a parameter that can be monitored internally to the RAN. At UL level, the RAN is aware of BSR by means of standardised BSR reporting from the UE, e.g. periodic reporting.
A BSR revealing high buffer levels may imply that traffic is subject to high latency, namely application level traffic is produced at a rate higher than what the RAN is able to serve, hence traffic latency increases.  
BSR levels are available at the gNB-DU.


It is therefore possible for the RAN  to estimate when packet delay for a given DRB exceeds certain pre-configured limits via several means, some of which are packet delay measurements and BSR indications. Techniques that involve a combination of the information mentioned can also be considered. For example, the gNB-CU-UP may receive indications of high traffic latency form the gNB-DU (based on BSR) and combine it with its knowledge of High Traffic Latency from packet delay measurements.
Hence it is feasible for the gNB-CU-UP to produce a “high traffic latency” indication, which can be used as “congestion information” signalled towards the UPF.

It is worth pointing out that if a one to one mapping between QoS flow and DRB is used, High Traffic Latency can be estimated also on a per QoS Flow level.

It is proposed to answer to Q1 as follows:

A1: It is feasible for the gNB-CU-UP to estimate congestion information based on latency, only on a per DRB level in downlink and uplink. If a one to one mapping between QoS flow and DRB is used, the estimation can be also on a per QoS Flow level in downlink and uplink.




Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 

As explained already above, many mechanisms already exist to deduce that DRB traffic is subject to High Traffic Latency. Such mechanisns may be used to enable the gNB-CU-UP to provide an indication of high traffic latency to the UPF. Therefore, no UE impact is foreseen to support such solution. In light of this, the following answer to Q2 is proposed:
A2: It is feasible for the gNB-CU-UP to estimate congestion information based on latency, only on a per DRB level in downlink and uplink without UE impacts. . If a one to one mapping between QoS flow and DRB is used, the estimation can be also on a per QoS Flow level in downlink and uplink.
A1: It is feasible for the gNB-CU-UP to estimate congestion information based on latency, only on a per DRB level in downlink and uplink. If a one to one mapping between QoS flow and DRB is used, the estimation can be also on a per QoS Flow level in downlink and uplink.


The above replies to Q1 and Q2 may be merged into a single reply, for simplicity. 

Proposal 1: It is proposed to reply to Q1 and Q2 in the SA2 LS in S2-2209979 as follows:
· It is feasible for the gNB-CU-UP to estimate congestion information based on latency without UE impacts. The estimation can be carried out only on a per DRB level in downlink and uplink. If a one to one mapping between QoS flow and DRB is used, the estimation can be also on a per QoS Flow level in downlink and uplink. 


3. Analysis of PDU Set based QoS framework in KI#4&5 and KI#8
With respect to KI#4&5, SA2 agreed to send information to the NG-RAN about the processing of PDU Sets. A PDU Set, as defined by SA2 in the TR, is composed of one or more PDUs carrying the payload of an application-generated XR information unit (e.g., a frame or video slice for XRM services). The information described by SA2 in the TR regarding the PDU Set can be classified into information sent over CP (NGAP) and UP (GTP-U Ext). The following table lists them:
	CP information (NGAP)
	UP information (GTP-U Ext).

	PDU Set QoS Parameters
· PDU Set Error Rate 
· PDU Set Delay Budget 
· PDU Set Integrated Indication

	PDU Set Information
· PDU Set Identifier 
· Start PDU and End PDU of the PDU Set
· PDU SN within a PDU Set 
· Optional, PDU Set Size
· PDU Set Importance 

Note: which parameters are optional is FFS



It is obvious that signalling this set of information has impacts on the RAN3 interfaces, which can be discussed in more detail during the XR WI phase in RAN3. For now, we can just note that majority of the PDU Set information listed above is marked FFS with ENs, and is awaiting feedback from RAN2 and SA2's progress on their intermediate findings.
Regarding KI#8, SA2 provides feedback to RAN1 on parameters related to XR power saving and C-DRX usage. Similar to the PDU Set based QoS framework, there is new information that RAN3 needs to support signalling during WI but that can wait for the conclusion and evaluation of other WGs first.
	CP information (FFS if sent over UP as well)
	UP information

	· Periodicity for UL and DL traffic of the QoS Flow. Shall be exchanged by re-using/extending the TSCAI/TSCAC definitions in TS 23.501 clause 5.27.2.1. 
· Traffic jitter information associated with each periodicity
· 
	Optional, End of Data Burst indication in the header of the last PDU of the Data Burst



Since RAN3 does not have TUs for the XR SI, we propose to simply note the information related to KI4, 5, and 8 and let other WGs move forward. The purpose of RAN3's discussion for this meeting is to address the L4S-related SA2 questions discussed in Section 2 above.
3. Conclusion
In this paper, the LS from SA2 in [1] has been analysed and the following observations and proposals have been derived:

Observation 1: the objective of L4S solutions is to ensure low buffer/queue level, so to achieve low traffic latency
Observation 2: The “congestion information” to be estimated by the NG-RAN could consist of a “High Traffic Latency” indication, triggering L4S marking aimed at re-establishing low traffic latency
Proposal 1: It is proposed to reply to Q1 and Q2 in the SA2 LS in S2-2209979 as follows:
· It is feasible for the gNB-CU-UP to estimate congestion information based on latency without UE impacts. The estimation can be carried out only on a per DRB level in downlink and uplink. If a one to one mapping between QoS flow and DRB is used, the estimation can be also on a per QoS Flow level in downlink and uplink. 
Proposal x: Agree to the reply LS in R3-226494
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