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1	Introduction	
There is including LS from SA2 on XR and Media service [1]. This contribution discusses the potential impact on RAN3 regarding the XR SI.
2	Discussion
KI#3 (Network exposure)
SA2 has been studying what information is useful for the purpose of enablement of rate adaptation at application and how that can be exposed by 5GS to the server. The purpose of rate adaptation is to reduce the influx of data to keep the buffer/queue length level low which gives low latency. Two variants of L4S marking are considered: (1) L4S marking in the NG-RAN node and (2) L4S marking by the PSA UPF based on information provided by NG-RAN.
In E-UTRAN, as specified in TS 36.300, the similar ECN marking based congestion notification has been supported for both UL and DL. The intention of ECN based congestion notification is for codec adaptation of VoLTE. The gNB can mark the ECN codepoint as ‘11’ in the IP header of PDCP SDUs (payload) to indicate the congestion in RAN, so that the application layer is aware of RAN congestion status and adapt the codec for the voice service accordingly.
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The eNB and the UE support of the Explicit Congestion Notification (ECN) is specified in clause 5 of IETF RFC 3168 [35] (i.e., the normative part of IETF RFC 3168 [35] that applies to the end-to-end flow of IP packets), and below. ECN is beneficial especially for latency sensitive interactived applications such as chat and gaming as well as for real-time voice and video, this because loss as a congestion signal is avoided, losses that would otherwise necessitate retransmission of packets with additional application delay as a result.
The eNB should set the Congestion Experienced (CE) codepoint ('11') in PDCP SDUs in the downlink direction to indicate downlink (radio) congestion if those PDCP SDUs have one of the two ECN-Capable Transport (ECT) codepoints set. The eNB should set the Congestion Experienced (CE) codepoint ('11') in PDCP SDUs in the uplink direction to indicate uplink (radio) congestion if those PDCP SDUs have one of the two ECN-Capable Transport (ECT) codepoints set. ECN marking should be per the recommendations in IETF RFC 7567 [73].
We assume the similar mechanism is also feasible for 5G NR i.e., the gNB translates congestion into ECN marks, sets immediately in the PDU (SDAP SDU) IP header directly for both UL and DL. Since the ECN is marked in the IP header of SDAP SDU (payload), there are no UE AS layer impact is foreseen. If there is no sufficient advantages are identified for other solutions, we would prefer the gNB sets the ECN codepoints in SDAP SDU IP header which reuse the same mechanism as E-UTRAN.
RAN3 responds SA2 that:
· ECN marking based congestion notification has been supported in E-UTRAN.
· It is feasible for RAN to estimate congestion information per QoS flow in downlink and uplink directions without UE impact.
· RAN3 prefer gNB sets the ECN codepoints in PDU (SDAP SDU) IP header.
KI#4&5 (PDU Set based QoS framework)
As described in TR 38.835, in order to handle PDUs efficiently in both UL and DL, the following semi-static information provided by the CN would be useful:
-	The PDU-Set Delay Budget (PSDB);
-	The PDU-Set Error Rate (PSER);
-	Traffic parameters (e.g. periodicity);
-	Jitter information (e.g. range).
Besides above parameters, the following information may also be useful.
· Early discarding PDU set allowed indication
Such information is beneficial for capacity improvements and also for reducing PDCCH monitoring. As already mentioned before, according to SA4 LS on QoS support with PDU Set granularity in [6], in some implementation at XR application all PDUs in a PDU Set (PS) are handled by the application layer as whole. In this case, if some PDUs of a PDU Set from UPF are missing, i.e not correctly received, the remaining PDUs of the PDU set should be discarded since they are not of any use. Similar observation can be drawn for cases when the PSDB is exceeded for PDUs of a PDU set, i.e. PDUs of a PDU set which have exceeded the PSDB should be discarded. XR applications impose requirements in terms of Media Units (PDU sets), rather than in terms of single packets/PDUs. Assuming RAN/scheduler is aware of such packet dependencies, the already scheduled packets that their reception might not be useful can be discarded leading to power saving and capacity improvements. Similarly, Packets within a frame have dependency with each other since the application needs all of these packets for decoding the frame. Hence one packet loss will make other correlative packets useless even they are successfully transmitted. 
· Maximum tolerable delay difference for group of associated flows/bearer (e.g. flow for Video and haptic):
Emerging use cases such as AR/VR and holographic communications encompass multiple simultaneous traffic flows where the arrival of packets must be synchronized. For multi-modal services like tactile/haptic communications, this includes different types of streams, e.g., corresponding to different human senses. Incorporating the five senses in the XR experience necessitates more stringent end-to-end latency, jitter, and synchronization. Such services have even more stringent requirements on the wireless network since holographic flows require very tight synchronization of the five senses. Therefore, when designing NR enhancements to support extended reality (XR) applications, it is important to consider multimodal interaction techniques, which employ several human senses simultaneously. Multimodal interaction can transform how people communicate remotely, practice for tasks, entertain themselves, process information visualizations, and make decisions based on the provided information. For XR applications transmitted via a mobile communication system like NR the interactions between different input signals can be translated to some inter-dependencies between transmissions of different flows. SA2 is discussing (key issue #1,2) solutions which allow to efficiently support multi-modal XR applications. The concept of associated flows, e.g. flows carrying Video and haptic signals of an XR application, has been proposed. These associated flows are inter-dependent and need to be handled together. Further in order to allow some coordinated transmission for associated flows to ensure synchronized delivery some, it is under discussion whether some maximum tolerable delay difference for a group of associated flows should be introduced. We think that such information, if introduced, would be also necessary and beneficial for RAN in order to a satisfy the strict QoS requirements for multi-modal XR traffic, e.g. SMF should provide information to RAN on associated flows/bearers and maximum tolerable delay difference for a group of associated flows/bearers.
The following semi-static information provided by the CN (by NG signalling) would also be useful: Early discarding PDU set allowed indication, Maximum tolerable delay difference for group of associated flows/bearer.
As described in TR 38.835, the following dynamic information provided by the CN would be useful:
-	The PDUs belonging to a PDU set (this includes the means to determine at least the PDU set boundaries);
-	The PDUs belonging to a Data Burst.
Besides above dynamic information, the following information may also be needed:  
· PDU set importance
Based on the description in TR 26.926, the IP packets for the XR traffic have importance parameter, generally the I-frame has higher importance. The importance parameter is beneficial to differentiate QoS handling for I-frame and P-frame in RAN. Currently, the I-frame and P-frame is in same QoS flow, whether mapping to different QoS flow is under discussion in SA2. If I-frame and P-frame is mapped to the same QoS flow, the PDU set importance along with each PDU of the PDU set in the GTP-U extension header is beneficial for differential QoS handling. Even within a single frame, it is also possible that one PDU has higher importance than other PDUs.
the following dynamic information provided by the CN (in NG-U header) would also be useful: PDU set importance.
In the following we discuss XR-awareness information provided between RAN nodes in case of DC, CU-DU split and handover case.
· Handover and dual connectivity
During handover procedure, the PDU set QoS parameter and characteristics may need to be transmitted from source gNB to target gNB. There is a case that only a part of the PDUs of a PDU set has been successfully transmitted in the source gNB, while the other PDUs of the PDU set will be forwarded and transmitted by the target gNB. In this case, it is beneficial to be aware of the remaining 5G PSDB for transmitting the remaining PDUs of the PDU set for more accurate QoS management and scheduling for target gNB. The PDU set information may be also needed for the forwarding data.
For dual connectivity, the similar information as handover may also needed between MN and SN.
· CU-DU split
When receiving QoS flow from UPF, the CU performs QoS flow to DRB mapping. After the mapping, the CU may need to provide the PDU set QoS parameter and characteristics of the DRB to the DU via control plane signalling and PDU set information of the DRB to DU via GTP-U extension header since the DU is responsible for the scheduling. For UL, the gNB-DU may also need to forward some PDU set information to CU e.g. to help PDCP re-ordering function in CU.
The PDU set QoS parameter and characteristics and PDU set information may also need to be transmitted between source gNB and target gNB, MN and SN, or CU and DU.
3	Conclusion
This contribution discusses the potential impact on RAN3 regarding the XR SI. We propose:
1. RAN3 responds SA2 that:
· ECN marking based congestion notification has been supported in E-UTRAN.
· It is feasible for RAN to estimate congestion information per QoS flow in downlink and uplink directions without UE impact.
· RAN3 prefer that gNB sets the ECN codepoints in PDU (SDAP SDU) IP header.
The following semi-static information provided by the CN (by NG signalling) would also be useful: Early discarding PDU set allowed indication, Maximum tolerable delay difference for group of associated flows/bearer.
the following dynamic information provided by the CN (in NG-U header) would also be useful: PDU set importance.
The PDU set QoS parameter and characteristics and PDU set information may also need to be transmitted between source gNB and target gNB, MN and SN, or CU and DU.
Reference
[1] R3-226173. LS on XR and Media Services. (Source SA2, To RAN1, RAN2 and RAN3).

