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Introduction
In this contribution, we’d like to discuss QoE measurement configuration and reporting in RRC_INACTIVE/RRC_IDLE state based on the following progress in last RAN3 meeting.
[bookmark: _Hlk112419854]Whether UE can only report the INACTIVE/IDLE QoE reports to gNB when the UE has entered to the RRC_CONNECTED due to other reasons is pending to RAN2 discussion.
RAN3 discuss the alignment between logged MDT and MBS QoE when basic solution for MBS QoE has been defined first.
RAN3 continues to discuss how to handle the QoE reports sent at new gNB when UE was in RRC_IDLE.
OAM should have the flexibility to collect QoE only in high mobility scenarios and/or in HSDN cells instead of collecting blindly.
Discuss whether legacy paging is enough in TS37.320?
Whether UE or CN stores the network instance of QoE configuration when UE in the RRC_IDLE state needs further discussion.
FFS on whether CN-based solution or UE-based solution.
Option 1 (CN-based solution): Old gNB stores the entire network instance QoE configuration at AMF before going to RRC_IDLE and new gNB retrieves the stored QoE configuration from AMF during reconnection.
Option 2 (UE-based solution): New gNB doesn’t need to know the QoE configuration of old gNB upon reconnection. It is sufficient if new gNB is informed by UE via QoE report. 
FFS on whether parameters, e.g. MBS session ID, MBS service area, etc. need to be included in MBS QoE configuration over NGAP.
FFS whether RAN add QoE reference as an explicit IE in QoE report from gNB to MCE.
FFS on enhancements are needed to support the high mobility scenario requirement.
Discussion
QoE configuration for RRC_IDLE/RRC_INACTVE UEs
Currently, only the UE in RRC_CONNECTED state can be chosen for QoE collection when there’s QoE configuration from OAM, which uses the same mechanism as logged MDT. However, QoE measurement is different from logged MDT, MDT measurement is performed once configured, while QoE measurement can only be performed when there’s on-going session in the Application layer.
In our understanding, if the UE is in RRC_DILE or RRC_INACTIVE state, and if it has MBS service and corresponding QoE measurement capability, it can be chosen for QoE collection. And the following options can be considered.
For m-based QoE,
· Option 1, gNB broadcast the QoE configuration, UE performs the capabilities check and response to the network. 
· Option 2, gNB send paging including QoE collection indication, UE can response if there’s on-going session and the capability is satisfied, gNB can send the QoE configuration in dedicated message if receiving response from UE.
For s-based QoE,
· Option 1, gNB send paging to the UE and UE response it and enters to RRC_CONNECTED state, then gNB send the QoE configuration to the UE. 
· Option 2, gNB send paging to the UE, and UE response it, if UE’s response is only for QoE configuration, gNB can configure UE with the QoE configuration by RRC release message without letting the UE enters to RRC_CONNECTED state.
For m-based QoE, option 2 will have less spec impact, for s-based QoE, option 2 will have less UE power consumption, thus, we think the paging procedure can be enhanced to notify the UE there’s QoE configuration, and then UE can take proper actions.
Observation 1, MDT measurement is performed once configured, while QoE measurement isn’t performed even it’s configured if there’s no on-going session in the Application layer.
Observation 2, only choosing the UE in RRC_CONNECTED state for QoE collection will greatly limit the amount of QoE collection for MBS service. 
Observation 3, reusing the mechanism of logged MDT configuration is not suitable for QoE collection for MBS service.
Observation 4, paging with QoE notification would be helpful for both m-based QoE configuration and s-based QoE configuration. 
Proposal 1, RAN3 agree to enhance paging to notify the UE there’s QoE configuration. 
 QoE configuration details for MBS service
In last RAN3 meeting, the following detail parameters had been discussed and we’d like to further discuss whether those parameters are needed or not for MBS service QoE configuration. 
FFS on whether parameters, e.g. MBS session ID, MBS service area, etc. need to be included in MBS QoE configuration over NGAP.
[bookmark: _Hlk118280170]FFS whether RAN add QoE reference as an explicit IE in QoE report from gNB to MCE.
For MBS session ID, it includes TMGI according to TS 38.331 [1], and the main part of the TMGI is the service id, in our view, the service id may be reflected by the service type in QoE configuration, but we haven’t received the Reply LS from SA4 on the service type issue for MBS service, so we prefer to discuss whether to introduce MBS session ID based on the SA4’s reply LS.
–	TMGI
The IE TMGI is used to identify the MBS session.
TMGI information element
-- ASN1START
-- TAG-TMGI-START

TMGI-r17 ::=                     SEQUENCE {
    plmn-Id-r17                      CHOICE {
        plmn-Index                       INTEGER (1..maxPLMN),
        explicitValue                    PLMN-Identity
    },
    serviceId-r17                    OCTET STRING (SIZE (3))
}

-- TAG-TMGI-STOP
-- ASN1STOP

	TMGI field descriptions

	serviceId
Uniquely identifies the identity of an MBMS service within a PLMN. The field contains octet 3- 5 of the IE Temporary Mobile Group Identity (TMGI) as defined in TS 24.008 [38]. The first octet contains the third octet of the TMGI, the second octet contains the fourth octet of the TMGI and so on.



Observation 5, the service ID in MBS session ID may be represented by service type in QoE configuration, which should be discussed based on SA4’s reply LS.
Proposal 2, RAN3 discuss whether to introduce MBS session ID in QoE configuration based on the rely LS from SA4.

For MBS service area, according to TS 23.247, it includes Cell list or TAI list, which can be covered by Area scope in QoE configuration, therefore, we don’t see the need to introduce MBS service area in QoE configuration.
Table 6.9.1-2: Broadcast MBS Session context
	Parameter
	Description
	NG-RAN
	AMF
	MB-SMF

	[bookmark: _PERM_MCCTEMPBM_CRPT26640002___4][bookmark: _PERM_MCCTEMPBM_CRPT26640001___7]TMGI
	Temporary Mobile Group Identity allocated to the MBS Session.
	X
	X
	X

	[bookmark: _PERM_MCCTEMPBM_CRPT26640004___4][bookmark: _PERM_MCCTEMPBM_CRPT26640003___7]Area Session Identifier 
	Used for MBS session with location dependent content. When present, the Area Session Identifier together with the TMGI uniquely identify the MBS Session in a specific MBS service area.
	X
(note 1)
	X
(note 1)
	X
(note 1)

	[bookmark: _PERM_MCCTEMPBM_CRPT26640005___7]AMF
	The AMF(s) which are selected for the MBS session
	[bookmark: _PERM_MCCTEMPBM_CRPT26640006___4]X
	
	[bookmark: _PERM_MCCTEMPBM_CRPT26640007___4]X

	[bookmark: _PERM_MCCTEMPBM_CRPT26640008___7]MB-SMF
	The MB-SMF that handles the MBS session.
	
	[bookmark: _PERM_MCCTEMPBM_CRPT26640009___4]X
	

	[bookmark: _PERM_MCCTEMPBM_CRPT26640010___7]QoS information
	QoS information for the MBS Session, including the QoS parameters of QoS flows.
	[bookmark: _PERM_MCCTEMPBM_CRPT26640011___4]X
	
	[bookmark: _PERM_MCCTEMPBM_CRPT26640012___4]X

	[bookmark: _PERM_MCCTEMPBM_CRPT26640014___4][bookmark: _PERM_MCCTEMPBM_CRPT26640013___7]MBS Service Area
	Area over which the MBS session data is distributed (i.e. Cell ID list or TAI list).
	X
	X
	X



Observation 6, MBS service area includes cell list or TAI list, which can be covered by Area scope in QoE configuration. 
Proposal 3, there’s no need to introduce MBS service area in QoE configuration for MBS service.
For whether RAN add QoE reference as an explicit IE in QoE report from gNB to MCE, we don’t see the need, since the QoE reference is already in the QoE report container, and can be read by MCE.
Observation 7, MCE can know the QoE reference in the QoE report container.
Proposal 4, there’s no need for RAN to add QoE reference as an explicit IE in QoE report from gNB to MCE.
QoE report handling at new gNB
In last meeting, RAN3 agreed to further discuss how to handle the QoE reports sent at new gNB when UE was in RRC_IDLE. We think the same mechanism as logged MDT can be used, the MCE info can be sent along with the QoE configuration when UE is in RRC_CONNECTED state, and the UE stores the QoE configuration including the MCE info when it enters to RRC_IDLE. If UE access to a new gNB, UE sends the Availability indicator in the RRC Setup Complete message, if the new gNB can decide whether to setup SRB4 to retrieve the QoE report, if the SRB4 is setup, UE can send the QoE report measured when it’s in RRC_IDLE or RRC_INACTIVE state, along with the MCE info, so that the new gNB receiving the QoE report can forward the QoE report to the right MCE according to the MCE info.
The detail signlling flow can be as follows:


For the content of the MCE info, it can be MCE IP address or MCE ID, if QoE report can only be sent in a specific area where all the gNBs in this area knows how to find the MCE according to the MCE ID, then MCE ID can be used, if QoE report can be sent in any gNB, the MCE IP address can be used.
Proposal 5, for QoE report handling at new NG-RAN node, the following should be supported
· Include MCE info in QoE configuration sending from NG-RAN to UE
· Include QoE report availability in RRC Setup Complete message.
· Include MCE info in QoE report sending from UE to NG-RAN if SRB4 is setup
Proposal 6, RAN3 to discuss whether to restrict UE indicate the availability of QoE report in a specific area or not, e.g. UE can only indicate the availability in some cells, gNBs or PLMNs.
QoE configuration context handling for RRC_IDLE UE
In last RAN3 meeting, whether UE or CN stores the network instance of QoE configuration was discussed, it seems that companies have different understanding on the purpose of network instance storage. Thus, we think we should firstly discuss why the network instance should be stored then discuss how, considering that the similar measurement mechanism like logged MDT has no such need.
Why the network instance needs to be stored?
In our understanding, the reason why the network instance needs to be stored is to solve the configuration conflict issue for a same service type at the new gNB. For logged MDT, if the UE enters to RRC_CONNECTED state, the new serving gNB can send new QoE configuration to the UE, which may be conflict to the old QoE configuration already configured in UE. The following cases and principles can be considered.
· Case 1, for a same service type, if the UE is already configured a s-based QoE, the new gNB can send new s-based QoE to the UE. 
· Case 2, for a same service type, if the UE is already configured a s-based QoE, the new gNB cannot send new m-based QoE to the UE.
· Case 3, for a same service type, if the UE is already configured m-based QoE, the new gNB can or cannot send new m-based QoE to the UE.
· Case 4, for a same service type, if the UE is already configured m-based QoE, the new gNB can send new s-based QoE to the UE.
For case 1, OAM always knows the whole story, if a new s-based QoE is received at new gNB, it means OAM want to use the new configuration to override the old one. 
For case 4, s-based QoE can always override m-based QoE, if there’s no s-based QoE received at the new gNB, the new gNB can always send it to the UE to override the m-based QoE if configured previously.
For other cases, if there’s new QoE received at the new serving gNB, but the new serving gNB may not be aware of previously configured m-based QoE and s-based QoE, so case 2 and case 3 need more discussion.
Observation 8, if s-based QoE is received at new gNB, the new gNB can always send it to the UE since s-based QoE always has high priority.
Proposal 7, for the same service type, the s-based QoE can override the m-based QoE and s-based QoE configured previously. 
Observation 9, if m-based QoE is received or configured at the new gNB, the new gNB cannot decide whether to send it to UE as it has no idea of the previous QoE configurations.
Proposal 8, the new gNB needs to be aware of the previous QoE configuration context of the UE to decide whether send new m-based QoE configuration to the UE after UE access 

Which entity is responsible for the storage and send it to the new gNB?
[bookmark: _GoBack]In our view, only the information related to configuration overriding should be stored as network instance, we think both the UE and network can take this responsibility and it can be based on different cases. 
· For the previously configured s-based QoE in the UE, we think one simple configuration type can be used and stored in UE, this is similar to logged MDT, if the new gNB knows that the for the service type, a s-based QoE is already configured in UE, it will not send any new m-based QoE configuration to the UE for the same service type.
· For the previously configured m-based QoE in the UE, we think the new gNB can obtain the configuration related context from the UE, OAM or the gNB that sends the m-based QoE to the UE. And the new gNB can decide whether to override the old m-based QoE (i.e. previously configured) with the new m-based QoE based on the configuration related text.
Proposal 9, for a service type, UE should send the s-based configuration type indication if configured to the new gNB.
Proposal 10, for a service type, new gNB can obtain the m-based QoE configuration related info and decide whether to perform the overriding configurations.
Proposal 11, RAN3 to discuss whether UE, OAM or old gNB is responsible for providing the m-based QoE configuration related info.     

Is all the configuration should be stored?
We think not all the configured should be stored, if the purpose is to solve the configuration conflict, only the related info should be stored. Especially, we see no need to store the QoE container since it’s already configured to the UE.
Proposal 12, only the information related to configuration overriding should be stored for RRC_IDLE UE.
Proposal 13, there’s no need to store the QoE container as network instance since it is already sent to UE.
Conclusion
In this contribution, we had the following observations and proposals:
Observation 1, MDT measurement is performed once configured, while QoE measurement isn’t performed even it’s configured if there’s no on-going session in the Application layer.
Observation 2, only choosing the UE in RRC_CONNECTED state for QoE collection will greatly limit the amount of QoE collection for MBS service. 
Observation 3, reusing the mechanism of logged MDT configuration is not suitable for QoE collection for MBS service.
Observation 4, paging with QoE notification would be helpful for both m-based QoE configuration and s-based QoE configuration. 
Proposal 1, RAN3 agree to enhance paging to notify the UE there’s QoE configuration. 
Observation 5, the service ID in MBS session ID may be represented by service type in QoE configuration, which should be discussed based on SA4’s reply LS.
Proposal 2, RAN3 discuss whether to introduce MBS session ID in QoE configuration based on the rely LS from SA4.
Observation 6, MBS service area includes cell list or TAI list, which can be covered by Area scope in QoE configuration. 
Proposal 3, there’s no need to introduce MBS service area in QoE configuration for MBS service.
Observation 7, MCE can know the QoE reference in the QoE report container.
Proposal 4, there’s no need for RAN to add QoE reference as an explicit IE in QoE report from gNB to MCE
Proposal 5, for QoE report handling at new NG-RAN node, the following should be supported
· Include MCE info in QoE configuration sending from NG-RAN to UE
· Include QoE report availability in RRC Setup Complete message.
· Include MCE info in QoE report sending from UE to NG-RAN if SRB4 is setup
Proposal 6, RAN3 to discuss whether to restrict UE indicate the availability of QoE report in a specific area or not, e.g. UE can only indicate the availability in some cells, gNBs or PLMNs.
Observation 8, if s-based QoE is received at new gNB, the new gNB can always send it to the UE since s-based QoE always has high priority.
Proposal 7, for the same service type, the s-based QoE can override the m-based QoE and s-based QoE configured previously. 
Observation 9, if m-based QoE is received or configured at the new gNB, the new gNB cannot decide whether to send it to UE as it has no idea of the previous QoE configurations.
Proposal 8, the new gNB needs to be aware of the previous QoE configuration context of the UE to decide whether send new m-based QoE configuration to the UE after UE access 
Proposal 9, for a service type, UE should send the s-based configuration type indication if configured to the new gNB.
Proposal 10, for a service type, new gNB can obtain the m-based QoE configuration related info and decide whether to perform the overriding configurations.
Proposal 11, RAN3 to discuss whether UE, OAM or old gNB is responsible for providing the m-based QoE configuration related info.     
Proposal 12, only the information related to configuration overriding should be stored for RRC_IDLE UE.
Proposal 13, there’s no need to store the QoE container as network instance since it is already sent to UE.
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