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Introduction
In the last RAN3#117bis-e meeting, RAN3 discussed the issue of duplicated early data forwarding problem and progressed as follows:
Focus on optimizing duplicated data forwarding scenario.
There is no issue to identify the same target candidate SN by the source in case direct data forwarding is used on all the forwarding paths/target MNs.
WA: both direct and indirect data forwarding will be supported.
Reuse the same design principle for CHO with one target SCG and with multiple target SCGs.
No consensus on whether the duplicated data forwarding issue in case of indirect data forwarding to the same target SN can be solved by some implementation way or any solution is needed.
In this contribution, we provide our views on this issue. 
Discussion
As analyzed in our previous contribution [1], in case of direct data forwarding is used on all the forwarding paths, an implementation-based method can be used without any signaling enhancements to prevent duplicated early data forwarding from S-MN or S-SN to toward the same T-SN. Based on this analysis, RAN3 was able to agree that there is no issue to identify the same target candidate SN by the source in case direct data forwarding is used on all the forwarding paths/target MNs.
The below captures the analysis provided from [1]:
/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////
Observation 1: The duplicated data forwarding problem raised by R3-224251 in CHO with SCG is only applicable for early data forwarding because late data forwarding happens after UE has successfully accessed to one of candidate target cells and thus happens toward the only one set of forwarding TNLs decided by the UE's CHO execution. 
Observation 2: This problem is not just limited to Rel-17 CHO with SCG as defined by the scope of the updated WID. The same problem can also occur for early data forwarding of Rel-16 CHO or of Rel-16 MN to eNB/gNB CHO. 
Observation 3: The duplicated early data forwarding problem in Rel-16 CHO or Rel-16 MN to eNB/gNB CHO can be addressed by implementation-based methods and without any signalling enhancement. A candidate target node can be made to identify that parallel CHO requests from the source or S-MN belong to the same UE (e.g. based on NG-C UE associated Signalling reference IE) and thus to allocate the common DL forwarding TNL for each applicable DRB across parallel CHO preparations, which further enables the source or S-MN to identify the same DL forwarding TNL and thus prevents duplicated DL early data forwarding from the source or S-MN/S-SN to the target for the same DRB. 
Observation 4: Based on the above observations, with respect to the scenario of interest (i.e. CHO with SCG) where multiple T-MNs (triggered by CHO from S-MN) prepare each SN addition with the same T-SN, duplication can be avoided for early data forwarding from S-MN or S-SN toward the same T-SN based on the same implementation-based approaches discussed for Rel-16 CHO or Rel-16 MN to eNB/gNB CHO, as long as the following conditions are met:
1) The candidate T-SN is able to identify the same source and the same UE for CHO and thus assigns the common DL forwarding TNL for each applicable DRB across SN addition procedures triggered by different T-MNs; 
2) The S-MN is able to identify which DL forwarding TNLs received from candidate T-MNs via HO REQ ACK messages map to the same DL forwarding TNL allocated by T-SN.
Observation 5: (1) is already supported by the existing signalling by the S-MN node ID and UE XnAP ID included in SN ADD REQ message, so nothing new is required.
Observation 6: Regarding (2), if direct data forwarding is supported from S-MN to T-SN, the common DL forwarding TNLs allocated by T-SN can be forwarded to S-MN for direct forwarding, for which S-MN can definitely identify that DL forwarding TNLs received from multiple candidate T-MNs (for T-SN) are the same. The aforementioned implementation-based methods can play well and the duplicated early data forwarding problem can be prevented without any signalling enhancement.
Observation 7: The only case that (2) cannot be met is when indirect data forwarding has to be used from S-MN to T-SN through candidate T-MNs. A candidate T-MN who is aware of no direct path between S-MN and T-SN would perform TNL conversion accordingly, i.e. allocate its own forwarding TNL mapped for the DL forwarding TNL provided by T-SN. DL forwarding TNLs that S-MN receives from candidate T-MNs will be different even if the common DL forwarding TNL were allocated by T-SN. In this case, duplicated early data forwarding via different T-MN path cannot be avoided.
Observation 8: In case of indirect data forwarding from S-MN to T-SN, if we implement some mechanism to enable S-MN aware which DL forwarding TNLs received from each T-MN eventually maps to the same DL forwarding TNL allocated by T-SN. Then, together with (1), the same implementation based approaches can apply to prevent duplicated early data forwarding.
/////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////////
The issue still remains for the case of indirect forwarding where T-MN who is aware of no direct path between S-MN and T-SN performs TNL conversion accordingly, which makes S-MN not able to identify the same target SN based on the received DL forwarding TNLs from the candidate T-MNs. 
As observed (in Observation 8) in [1], this can be circumvented if we implement some mechanism (a.k.a. solution) to enable S-MN aware which DL forwarding TNLs received from each T-MN eventually maps to the same DL forwarding TNL allocated by T-SN. Then, together with (1), the same implementation based approaches can apply to prevent duplicated early data forwarding. 
However, it is still questionable to us whether "indirect" data forwarding from S-MN to T-SN in CHO with SCG (or CHO with candidate SCGs) could be a typical deployment assumption and whether it is worth considering supporting, given that in most of the cases, data forwarding has been worked out based on "direct" data forwarding over intra-RAT. The forwarding TNL just consists of IP address and GTP-U TEID and it is questionable whether S-MN and T-SN may lie in different IP networks. This is why we currently have a working assumption that both direct and indirect data forwarding will be supported.
Observation 1: It is questionable whether "indirect" data forwarding from S-MN to T-SN in CHO with SCG (or CHO with candidate SCGs) could be a typical deployment assumption and whether it is worth considering supporting, given that in most of the cases, data forwarding has been worked out based on" direct" data forwarding over intra-RAT. The forwarding TNL just consists of IP address and GTP-U TEID and thus it is questionable whether S-MN and T-SN may lie in different IP networks.
[bookmark: _Hlk118040134]Moreover, even if the majority wants to address "indirect", we observe some challenges in CHO with SCG(s). Eventually, the solution for "indirect" has to be to select one path for DL early data forwarding, regardless of who (either the source (S-MN or S-SN) or T-SN) decides which path to forward, and such forwarding will be through one of candidate target MNs (please note that we are talking about "indirect"). 
Then, what if such path is gone..? Please note that after CHO with SCG(s) have been configured to the UE, those CHO with SCG(s) configurations may be modified or cancelled until executed. The selected path could be torn down in the middle and this will suddenly make DL early data forwarding useless for other CHO with SCG(s) configurations relying on other paths that were not chosen to forward DL early data in order to avoid duplicated early forwarding.
Note that in case of "direct", there was no such problem because the same TNLs assigned by the target SN is delivered to the source as they are, and we have only one direct path from S-MN or S-SN to T-SN which is not impacted by when one of candidate target MN and the corresponding CHO with SCG(s) configuration is torn down in the middle. But here in case of "indirect", the same TNLs assigned by the target SN are converted to different TNLs by candidate target MNs and any modification/cancellation in the middle could affect DL early data forwarding for the remaining configurations due to selecting only one path for DL early data forwarding to avoid duplication. 
Observation 2: Eventually, the solution for "indirect" has to be to select one path for DL early data forwarding, regardless of who (either the source (S-MN or S-SN) or T-SN) decides which path to forward, and such forwarding will be through one of candidate target MNs. But we think this inherently poses some challenges in CHO with SCG(s).
Observation 3: For example, what if such path is gone? After CHO with SCG(s) have been configured to the UE, those CHO with SCG(s) configurations may be modified or cancelled until executed. The selected path could be torn down in the middle and this will suddenly make DL early data forwarding useless for other CHO with SCG(s) configurations relying on other paths that were not chosen to forward DL early data in order to avoid duplicated forwarding.
Observation 4: In case of "direct", there was no such problem because the same TNLs assigned by the target SN is delivered to the source as they are, and we have only one direct path from S-MN or S-SN to T-SN which is not impacted by when one of candidate target MN and the corresponding CHO with SCG(s) configuration is torn down in the middle. But in case of "indirect", the same TNLs assigned by the target SN are converted to different TNLs by candidate target MN(s) and any modification/cancellation in the middle could affect DL early data forwarding for the remaining configurations due to selecting only one path for forwarding to avoid duplication.
From this sense, we think that having solution for "indirect", which eventually has to be to select only one forwarding path for optimization, poses some inconsistent early data forwarding in CHO with SCG(s) that is not expected to have. 
In fact, early data forwarding was not an essential feature for conditional reconfigurations ‒ designed for reducing latency with trade-off of network resources. Given this and considering the above challenges, we think it is better not to optimize avoiding duplication for the case of "indirect" which we believe very rare in real deployments (i.e. S-MN and T-SN lying in different IP networks). It could be just left up to target SN implementations to deal with duplicated DL data forwarded from each candidate T-MN together with Early Status Transfer messages received from each candidate T-MN. 
Observation 5: Early data forwarding was not an essential feature for conditional reconfigurations ‒ designed for reducing latency with trade-off of network resources. Given this and considering above challenges, we think it is better not to optimize avoiding duplication for the case of "indirect" which we believe very rare in real deployments (i.e. S-MN and T-SN lying in different IP networks). It could be just left up to target SN implementations to deal with duplicated DL data forwarded from each candidate T-MN together with Early Status Transfer messages received from each candidate T-MN.
Luckily, for the case of "direct", an implementation-based method could work out without any signalling enhancements to avoid duplicated forwarding and we think this is enough. So, we thus propose:
Proposal 1: RAN3 to discuss whether indirect data forwarding from S-MN to T-SN could be a typical deployment assumption and is worth considering supporting in CHO with SCG (or CHO with candidate SCGs), before discussing any solution to prevent duplicated early data forwarding to T-SN in case of indirect data forwarding from S-MN to T-SN.
Proposal 2: Even if RAN3 agrees to support indirect data forwarding in CHO with SCG (or CHO with candidate SCGs), RAN3 does not optimize avoiding duplicated DL early data forwarding in case of "indirect" and leaves it up to target SN implementations to deal with duplicated DL data forwarded from each candidate T-MN together with Early Status Transfer messages received from each candidate T-MN. 
Conclusion
In the present contribution we make the following observations:
Observation 1: It is questionable whether "indirect" data forwarding from S-MN to T-SN in CHO with SCG (or CHO with candidate SCGs) could be a typical deployment assumption and whether it is worth considering supporting, given that in most of the cases, data forwarding has been worked out based on" direct" data forwarding over intra-RAT. The forwarding TNL just consists of IP address and GTP-U TEID and thus it is questionable whether S-MN and T-SN may lie in different IP networks.
Observation 2: Eventually, the solution for "indirect" has to be to select one path for DL early data forwarding, regardless of who (either the source (S-MN or S-SN) or T-SN) decides which path to forward, and such forwarding will be through one of candidate target MNs. But we think this inherently poses some challenges in CHO with SCG(s).
Observation 3: For example, what if such path is gone? After CHO with SCG(s) have been configured to the UE, those CHO with SCG(s) configurations may be modified or cancelled until executed. The selected path could be torn down in the middle and this will suddenly make DL early data forwarding useless for other CHO with SCG(s) configurations relying on other paths that were not chosen to forward DL early data in order to avoid duplicated forwarding.
Observation 4: In case of "direct", there was no such problem because the same TNLs assigned by the target SN is delivered to the source as they are, and we have only one direct path from S-MN or S-SN to T-SN which is not impacted by when one of candidate target MN and the corresponding CHO with SCG(s) configuration is torn down in the middle. But in case of "indirect", the same TNLs assigned by the target SN are converted to different TNLs by candidate target MN(s) and any modification/cancellation in the middle could affect DL early data forwarding for the remaining configurations due to selecting only one path for forwarding to avoid duplication.
Observation 5: Early data forwarding was not an essential feature for conditional reconfigurations ‒ designed for reducing latency with trade-off of network resources. Given this and considering above challenges, we think it is better not to optimize avoiding duplication for the case of "indirect" which we believe very rare in real deployments (i.e. S-MN and T-SN lying in different IP networks). It could be just left up to target SN implementations to deal with duplicated DL data forwarded from each candidate T-MN together with Early Status Transfer messages received from each candidate T-MN.
Based on the discussion in the present contribution and the observations above we propose: 
Proposal 1: RAN3 to discuss whether indirect data forwarding from S-MN to T-SN could be a typical deployment assumption and is worth considering supporting in CHO with SCG (or CHO with candidate SCGs), before discussing any solution to prevent duplicated early data forwarding to T-SN in case of indirect data forwarding from S-MN to T-SN.
Proposal 2: Even if RAN3 agrees to support indirect data forwarding in CHO with SCG (or CHO with candidate SCGs), RAN3 does not optimize avoiding duplicated DL early data forwarding in case of "indirect" and leaves it up to target SN implementations to deal with duplicated DL data forwarded from each candidate T-MN together with Early Status Transfer messages received from each candidate T-MN. 
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