3GPP TSG-RAN WG3 #118
R3-226642
Nov 14 – 18, 2022
Toulouse, France

Agenda Item:
12.2.2.1
Source:
Qualcomm Incorporated
Title:
XN enhancements for NG-RAN AI/ML
Document for:
Approval
1 Introduction

The following topics were FFS based on the AI/ML discussion from the RAN3#117bis-e meeting. This paper discusses the few of the open issues listed here.
	RAN3#117bis-e 

It is FFS what is the exact name of the procedure. 

Event-based reporting and how to determine an event are FFS.

It is FFS whether a node requesting a prediction includes timing information in order to indicate for which time a prediction is requested.  

Whether there is a need for prediction accuracy at a receiving node is FFS.

FFS if also Predicted TNL Capacity Indicator, Predicted Composite Available Capacity Group and Predicted Slice Available Capacity are reported.

The feasibility, interpretability and encoding of the EE metrics is FFS.

It is FFS how to transfer current Energy Efficiency metric 

It is FFS whether EE metric is per node or per cell and how per cell EE metric can be calculated.

RAN3 to discuss the scenarios where predicted energy efficiency is exchanged. 

The input needed to train cell-based UE Trajectory prediction, e.g., UE reported history information, UE History Information IE, UE geographic location, etc. is FFS

It is up to implementation for how long to maintain the UE context after a HO, to enable association of UE Performance Feedback to the UE context?


2 Discussion

2.1 Feedback for AI/ML Inference
RAN3 has agreed to introduce a new non-UE associated Class 1 procedure for Request and Response and a Class 2 procedure for reporting AI/ML data.
	RAN3#117bis-e 

Introduce a new Class 1 procedure for initiating the reporting of AI/ML Related Information and a Class 2 procedure for Data Reporting of AI/ML Related Information. 

The new procedure is non-UE associated procedure. If needed, the procedure can be used to capture UE-associated information. 

The response message of the new procedure for AI/ML Related Information indicates if the requested information can be provided. 


For AI/ML inference output produced, the AI/ML training needs feedback to know the correctness of the prediction or AI/ML inference. Hence feedback is essential for all the inference produced. The neighboring NG-RANs should be able to send the feedback to the source NG-RAN on the AI/ML inference. The Xn Handover Report message can be used to provide feedback on AI/ML inference as Handover. However not all the AI/ML inference can be handover. AI/ML inference can also be UE release with redirection, cell shutdown or triggering DC/CA or releasing it. The feedback of different AI/ML inference cannot be carried in Xn HO Report. Hence the proposal is to introduce a new Class 2 Non-UE associated message for AI/ML feedback similar to HO Report. 
Observation 1: Not all the AI/ML inference is related to handover. Hence Xn HO Report cannot be reused for all AI/ML inference feedback.

Proposal 1: Introduce a new Non-UE associated Class 2 message for AI/ML feedback for AI/ML inference actions excluding Handover.
Proposal 2: The new AI/ML message for feedback shall be agonistic to AI/ML use case and similar to Xn HO Report message. 

Proposal 3: Feedback for AI/ML inference as handover can be carried in existing Xn HO Report message.

This new message shall carry UE/cell/node performance feedback to the source node which produced the AI/ML inference. 

When the AI/ML feedback is sent from the AI/ML inference receiving node then, there should be relevant context data in the source’s/AI/ML inference producer to correct the inference output. In the last RAN3 meeting maintaining the context was discussed and it was FFS.
	RAN3#117bis-e 

It is up to implementation for how long to maintain the UE context after a HO, to enable association of UE Performance Feedback to the UE context?


Maintaining of the relevant context in the source is internal to RAN implementation and it should not be standardized on how to maintain the context and how long to maintain. The AI/ML implementation should be free to decide validity of the context, based on the AI/ML algorithm running in the system. If a source/AI/ML inference producer is expecting feedback, then its up to the source to maintain the context for how much longer it is needed to.

Proposal 4: Validity of a UE Context in a NG-RAN to receive feedback should be left to implementation, as it is dependent on the AI/ML use case and AI/ML algorithm in the NG-RAN.
2.2 EE Metric
Energy Efficiency metric was agreed to be exchanged over XN for Energy Efficiency use case. 
	RAN3#117bis-e 

It is FFS whether EE metric is per node or per cell and how per cell EE metric can be calculated.
It is FFS how to transfer current Energy Efficiency metric 

RAN3 to discuss the scenarios where predicted energy efficiency is exchanged. 




If the EE metric is calculated at node level, then for a split architecture the CU-CP needs to average the EE metric from DU and CU-UP and provide a single unified EE metric to the neighboring node. The AI/ML inference output and actions based on EE metric will be mostly at cell level than at a node level. 
Hence, we think providing the EE metric at the cell level will be more useful for AI/ML inference. Though calculating EE metric at Cell level may be cumbersome than calculating at node level, from AI/ML inference pov, EE metric at Cell level will be useful.
Observation 2: EE metric calculation at node level is easier than cell level. However, for AI/ML inference cell level EE metric will be more appropriate for the AI/ML use cases.
Proposal 5: Cell level EE metric will be useful for AI/ML training and inference. Hence Cell level EE metric can be starting point. Node level EE metric can be introduced if any AI/ML use case needs it.

As it is already agreed to use Resource Status Reporting procedure to transfer current data for AI/ML training purposes, the current EE metric can be added to Resource Status Reporting procedure.
Proposal 6: Extend XN Resource Status Reporting procedure to carry Current Energy Efficiency Metric for AI/ML training.
Predicted EE metric will be useful at the receiver load balancing and energy saving use case. For example, if a cell C1 predicted EE metric is very low (less energy consumption), then UEs from a cell C2 having high predicted or current EE metric can be offloaded to C1. In another scenario, if the predicted EE metric and the load of a cell C1 is extremely low, then the cell C1 can be switched off for energy savings. 

Observation 3: From the above examples of Load Balancing and Energy Savings use case provided, the predicted EE metric is useful for AI/ML inference at NG-RAN.
Proposal 7: Predicted EE metric should be exchanged as AI/ML input data. 

2.3 Prediction Validity Time
The predicted AI/ML data exchanged as AI/ML input over XN, is based on certain AI/ML input data and feedback received. This predicted data is not constant and varies with AI/ML input and feedback fed into the AI/ML training. Hence exchanging a predicted AI/ML data as output over XN is variable and applicable only for a duration where input and feedback data remains constant. 
There are 2 ways in which the source node can inform the neighbor nodes that predicted information is not valid anymore. 

· Option 1: Source node can inform the neighbor nodes that Predicted AI/ML input data is valid until it is replaced by new data

· Option 2: Source node can inform the neighbor nodes that Predicted AI/ML input data is valid for a certain duration (validity time)
Different use cases may have different requirements for validity time. Hence standard should provision for both Option 1 and Option 2 to have flexibility in the implementation. 

During the AI/ML subscription or request/response procedure, the peer nodes can agree on the Option 1 or Option 2.
Proposal 8: Both Option 1 and Option 2 should be supported for exchanging the Prediction Validity.
Proposal 9: During the AI/ML subscription the source node/producer shall inform the receiving node/consumer of the AI/ML prediction on the option choosen.
2.4 Event Based Reporting

In the last RAN meeting, it was agreed to use periodic and one shot triggers for providing AI/ML input data. However, event triggered based AI/ML input was FFS.
	RAN3#117bis-e 

Reporting options for the new procedure used for AI/ML Related Information to be evaluated on a case-by-case basis. Possible reporting options are one-time and periodic reporting. 

Event-based reporting and how to determine an event are FFS.




For AI/ML training, the AI/ML input data needs to be continuously fed. Periodic reporting is one of the options to continuously provide AI/ML input for AI/ML training. Periodic reporting of AI/ML data based on granularity of reporting will increase the signaling load on the interfaces. This can be minimized with event trigger-based reporting of AI/ML data. For example, instead of periodically reporting the load on a particular cell, the report can be sent only when the load exceeds a certain threshold. Another example could be throughput report after a UE is handed over or a bearer is established. 
Observation 4: Based on the above examples, event-based reporting is needed for AI/ML input data.

Observation 5: Event based reporting reduces the signaling load on interface as compared to Periodic reporting.

Proposal 10: Event based reporting should be agreed as one of the reporting options for AI/ML data input.

3 Summary
Based on the above discussion the following Observations and Proposal are made –
Feedback for AI/ML Inference

Observation 1: Not all the AI/ML inference is related to handover. Hence Xn HO Report cannot be reused for all AI/ML inference feedback.

Proposal 1: Introduce a new Non-UE associated Class 2 message for AI/ML feedback for AI/ML inference actions excluding Handover.

Proposal 2: The new AI/ML message for feedback shall be agonistic to AI/ML use case and similar to Xn HO Report message. 

Proposal 3: Feedback for AI/ML inference as handover can be carried in existing Xn HO Report message.

Proposal 4: Validity of a UE Context in a NG-RAN to receive feedback should be left to implementation, as it is dependent on the AI/ML use case and AI/ML algorithm in the NG-RAN.

EE Metric
Observation 2: EE metric calculation at node level is easier than cell level. However, for AI/ML inference cell level EE metric will be more appropriate for the AI/ML use cases.

Proposal 5: Cell level EE metric will be useful for AI/ML training and inference. Hence Cell level EE metric can be starting point. Node level EE metric can be introduced if any AI/ML use case needs it.

Proposal 6: Extend XN Resource Status Reporting procedure to carry Current Energy Efficiency Metric for AI/ML training.
Observation 3: From the above examples of Load Balancing and Energy Savings use case provided, the predicted EE metric is useful for AI/ML inference at NG-RAN.

Proposal 7: Predicted EE metric should be exchanged as AI/ML input data. 

Prediction Validity Time
Proposal 8: Both Option 1 and Option 2 should be supported for exchanging the Prediction Validity.

Proposal 9: During the AI/ML subscription the source node/producer shall inform the receiving node/consumer of the AI/ML prediction on the option choosen.
Event-Based Reporting
Observation 4: Based on the above examples, event-based reporting is needed for AI/ML input data.

Observation 5: Event based reporting reduces the signaling load on interface as compared to Periodic reporting.

Proposal 10: Event based reporting should be agreed as one of the reporting options for AI/ML data input.

