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[bookmark: _Hlk85061506]1	Introduction
In the last meeting some discussion took place regarding how long UE context needs to be maintained after a Handover to enable UE association of the provided feedback to the UE that executed the handover. Some companies thought that it should be up to implementation, while some others thought that a new UE context must be defined for this association. In addition, the following was agreed in the last meeting:
Support the following UE performance information to be sent for feedback purposes: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate. 
In this contribution, we discuss our views on the how feedback for AI/ML can be configured and interpreted by the node requesting it. 
[bookmark: _Hlk90546851]2	Providing Feedback information for AI/ML 
Feedback information is necessary for AI/ML actions in order to derive further training data, inference data or to monitor AI/ML Model Performance and its impact to the network through updating of KPIs and performance counters. As illustrated in Figure 1, feedback is sent after an AI/ML action is taken (step 10 in the figure below).
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[bookmark: _Ref110289986]Figure 1 Feedback illustration for AI/ML Mobility Optimization example where AI/ML Model Training and AI/ML Model Inference are both located in a NG-RAN node
In the previous meeting, it was agreed to send Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, and Average Packet Error Rate as part of feedback information, while other possible UE performance feedback being still possible. These performance measurements may be signalled from a target NG-RAN node after a Handover is completed back to the source NG-RAN node. However, calculating all the above performance measurements at the target NG-RAN node will require a sufficient amount of time since they involve average values. For example, a typical time window over which a counter is calculated can be around 15 minutes. Depending on the different received samples, calculating UE performance measurements may take a considerable amount of time.
Observation 1: UE performance measurements of handed over UEs need to be calculated over a sufficiently large period of time to allow calculation of the average values to converge.
However, during a Handover the UE context ceases to exist when a Handover is completed, which is typically much faster than the required time to meaningfully calculate a performance counter. 
Observation 2: UE Context is typically more short-lived compared to the time needed for UE performance measurements to be calculated at a node.
Since there is no permanent or unique UE ID in the RAN, after UE context is released a source node is unable to correlate the performance information of the handed over UEs to the UEs that actually performed the handover.
Observation 3: Since there is no permanent or unique UE ID in the RAN, after UE context is released a source node is unable to correlate the performance information of the handed over UEs to the UEs that actually performed the handover.
In the lack of this information, a source node cannot correlate feedback information to the corresponding action and hence it is unable to train or retrain an AI/ML Model accordingly.
Observation 4: In the absence of an active UE context the source node cannot correlate the received feedback information to the corresponding AI/ML action taken and hence it cannot use the received feedback to train or retrain an AI/ML Model.
One option is to send those performance measurements (Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, and Average Packet Error Rate) at UE context release to the source NG-RAN node, when the target node sends to the source node information about the completion of a handover. However, at this time it may be too early to collect the needed feedback information since average throughput or average delay metrics, for example, need to be averaged long enough after a handover is completed at the target NG-RAN node to obtain a meaningful average performance. 
Observation 5: Sending UE performance information at UE context release to the source NG-RAN node may be too early in the sense that the needed UE performance information is not yet accurately calculated by the target NG-RAN node.
Another option discussed during the last meeting was to release the UE context at the source in an implementation specific way. This approach would also be problematic since there are no guarantees that UE performance feedback will be received by the source node before UE context is released, if source node releases the UE context too early. Besides, it is only the target node that knows when the UE performance information is ready and can be provided to the source. 
Observation 6: Releasing UE context at the source node in an implementation specific way cannot guarantee that UE performance feedback is received by the source node when the UE context is still active. 
So, there is a need for a new UE context for AI/ML, surviving longer than a handover, which can characterize a UE or a group of UEs being affected by an AI/ML action during AI/ML operation. 
Proposal 1: Introduce a new ML UE context, surviving longer than handover, so that UE performance information can be associated with the AI/ML action taken at the source NG-RAN node. 
In order for the source NG-RAN node to be able to use feedback information to monitor the performance and optimize (or retrain) an AI/ML Model it also needs to be able to configure the type of UE performance it needs from a target NG-RAN node for different AI/ML actions (Handovers) corresponding to different UEs. This is because not all defined UE performance may be useful for a given AI/ML Model at a particular time. In our view, UE performance may be monitored both based on a per UE basis as well as on a per group of UEs basis. This depends on the AI/ML action taken and on the number of UEs it affects. For example, in a Handover scenario a single UE is handed over from a source to a target node. In this case, feedback can be provided for this UE. However, in case of a cell switch-off, a number of UEs are offloaded from a cell to another and therefore, feedback will be provided for the group of UEs impacted by the AI/ML action.   
Proposal 2: UE performance (Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, and Average Packet Error Rate) can be monitored in a non UE-associated way.
A ML UE Context can be used to associate UE performance feedback to a UE or a group of UEs whose performance is indicated back to a source node. This context even though it can survive longer than the UE context of a handover it can eventually be deleted also after UE performance is successfully correlated to the UE or UEs impacted by the AI/ML action. 
Proposal 3: A ML UE Context is deleted after UE performance feedback is successfully correlated to the UE or UEs impacted by the AI/ML action. 
The type of feedback information fed back to an AI/ML Model is directly related to the parameter that needs to be monitored and optimized such as Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, and Average Packet Error Rate. A target NG-RAN node shall not be required to collect all possible types of feedback information since not all of it may be useful at the source for AI/ML optimization. For example, the target node does not need to create a counter of UE delay performance for a certain group of UEs if the source does not need to optimize its Model with respect to delay (but it needs to obtain throughput information instead). 
Observation 7: Not all possible measurements that may represent UE performance information may be useful at the source for monitoring an AI/ML action.
Proposal 4: A target NG-RAN node shall not collect UE performance that is not needed by the source for monitoring an AI/ML action. 
Therefore, it should be up to the source to decide before an AI/ML action (Handover) which type of feedback information it expects a target to calculate and report back to the source. Additionally, the source should be able to configure when this UE performance information shall be calculated because in this way it can evaluate its AI/ML model behaviour as the outcome of an AI/ML action. For one thing, feedback evaluating the effect of a model inference action shall be collected “after” this action has been applied. 
Proposal 5: Introduce a new procedure through which a source NG-RAN node can configure a target NG-RAN node with specific UE performance feedback associated to a ML UE Context at the source.
3 	Conclusion
In this paper we make the following observations and proposals:
Observation 1: UE performance measurements of handed over UEs need to be calculated over a sufficiently large period of time to allow calculation of the average values to converge.
Observation 2: UE Context is typically more short-lived compared to the time needed for UE performance measurements to be calculated at a node.
Observation 3: Since there is no permanent or unique UE ID in the RAN, after UE context is released a source node is unable to correlate the performance information of the handed over UEs to the UEs that actually performed the handover.
Observation 4: In the absence of an active UE context the source node cannot correlate the received feedback information to the corresponding AI/ML action taken and hence it cannot use the received feedback to train or retrain an AI/ML Model.
Observation 5: Sending UE performance information at UE context release to the source NG-RAN node may be too early in the sense that the needed UE performance information is not yet accurately calculated by the target NG-RAN node.
Observation 6: Releasing UE context at the source node in an implementation specific way cannot guarantee that UE performance feedback is received by the source node when the UE context is still active.
Proposal 1: Introduce a new ML UE context, surviving longer than handover, so that UE performance information can be associated with the AI/ML action taken at the source NG-RAN node.
Proposal 2: UE performance (Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, and Average Packet Error Rate) can be monitored in a non UE-associated way.
Proposal 3: A ML UE Context is deleted after UE performance feedback is successfully correlated to the UE or UEs impacted by the AI/ML action.
Observation 7: Not all possible measurements that may represent UE performance information may be useful at the source for monitoring an AI/ML action.
Proposal 4: A target NG-RAN node shall not collect UE performance that is not needed by the source for monitoring an AI/ML action.
Proposal 5: Introduce a procedure through which a source NG-RAN node can configure a target NG-RAN node with specific UE performance feedback associated to a ML UE Context at the source.
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