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1. Introduction 
In this paper, we discuss MRO related enhancements i.e., optimizing CPAC, MR-DC SCG failures and fast MCG recovery based on agreements and open issues identified last meeting.
2. Discussion
R3-226004 was created last meeting summarizing all Rel-18 MRO scenarios.
2.1 MRO for CPAC
Not consider too late CPA execution
CPA Execution to wrong PSCell will be considered
Too Late CPC Execution, Too Early CPC Execution and CPC Execution to wrong PSCell will be considered: 
Whether to consider Too Early CPA Execution
Enhancements of SCG failure related information reported from the UE for MRO for CPAC
Xn interface impacts to support MRO for CPAC
Whether/how to support UHI for CPAC

In R3-226004, the following is defined for Too Early CPA execution
· UE receives CPA configuration and CPA execution condition is satisfied, but CPA execution fails or an SCG failure occurs shortly after a successful CPA execution; no suitable PSCell is found based on the measurements reported from the UE

Observation 1: It is not clear what is meant by “no suitable PSCell is found” in the definition of Too Early CPA Execution.

Proposal 1: There is no need to consider Too Early CPA Execution
 
In each of the failure types (Too Late CPC Execution/Too Early CPC Execution/CPC Execution to wrong PSCell/CPA Execution to wrong PSCell), it is possible that the network did not prepare the right set of candidate PSCells or defined inappropriate execution conditions for CPA/CPC which resulted in an SCG failure. It is therefore important to optimize the set of candidate PSCells and execution conditions during CPA/CPC.

Proposal 2: RAN3 should discuss whether a network-based solution can be defined to optimize the set of candidate PSCells and execution conditions during CPA/CPC

Observation 1: Rel-17 supports different CPC procedures such as MN initiated inter-SN CPC, SN initiated inter-SN CPC and intra-SN CPC without MN involvement

MN initiated inter-SN CPC

· MN generates the CPC execution conditions and is also aware of the set of prepared PSCells by each candidate T-SN (via CG-CandidateList)

· MN should perform the root cause analysis after receiving SCGFailureInformation from UE


SN initiated inter-SN CPC

· Source SN generates the CPC execution conditions and is also aware of set of prepared PSCells by each candidate T-SN

· SN should perform the root cause analysis after MN forwards the SCGFailureInformation along with other useful CPC failure related information to SN over Xn

Intra-SN CPC without MN involvement

· SN generates the CPC execution conditions and is also aware of set of prepared PSCells

· SN should perform the root cause analysis whether MN is aware of the intra-SN CPC without MN involvement  

Proposal 3: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list

The following section from TS 38.300 captures the MN/SN responsibilities in performing the root cause analysis for PSCell change failures and the signaling involved:

15.5.2.6	PSCell change failure
For analysis of PSCell change failures, the UE makes the SCG Failure Information available to the MN. If the MN can perform an initial analysis, it transfers the SCG Failure Information together with the analysis results to the relevant SN which is responsible for the PSCell change failures (see the clause 13.3 in TS 37.340 [21]). Otherwise, the MN transfers the SCG Failure Information to the last serving SN. If needed, the MN transfer the SCG Failure Information to the source SN (see the clause 13.3 in TS 37.340 [21]).
UE already reports the RRM measurements of neighboring PSCells (which might include some candidate PSCells of CPA/CPC) in SCGFailureInformation. In Rel-17, it was also agreed that MN can provide SCG Mobility related information to SN via SCG FAILURE INFORMATION REPORT over Xn and upon receiving this message, the SN shall assume that a PSCell change failure event was detected. SN can further send SCG FAILURE TRANSFER to indicate if the root cause of SCG failure may have occurred in the other nodes 

Observation 2: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if the root cause of SCG failure may have occurred in the other nodes

Proposal 4: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to SN

It was agreed last meeting in the context of CHO-CPC coexistence scenarios that S-SN shall inform MN if there is any intra-SN PSCell change execution so that the MN can cancel the CHO if already initiated as captured in TS 37.340 below:

NOTE 3a: In case that either CHO or any conditional reconfiguration is prepared, and if a prepared SN initiated intra-SN CPC procedure or reconfiguration with sync of the SCG using SRB3 is executed, the SN shall notify to the MN via the SN Modification Required message. The SN Modification Required message may include the SCG configuration that has been applied in the UE. The MN considers that a conditional reconfiguration, if any configured in the UE, has been released due to the execution of the (conditional) SCG reconfiguration.

Proposal 5: RAN3 should discuss whether to reuse SCG FAILURE TRANSFER to inform MN that the root cause of CPC failure may have occurred in other nodes (as in Rel-17 MRO for SCG failures) or whether the SCG Reconfiguration Notification IE introduced in SN Modification Required is sufficient.

In case of reconfiguration with sync failure for an SCG (i.e., when T304 of SCG expires), UE sends an SCGFailureInformation to MN with the failureType as synchReconfigFailureSCG, irrespective of whether the reconfiguration with sync for the SCG was due to PSCell addition/change or CPA/CPC. To be able to optimize the right configuration, it is important to know whether the synchReconfigFailureSCG happened due to a PSCell addition/change failure or CPA/CPC execution failure.

Proposal 6: RAN3 should study whether there is a need to distinguish PSCell addition/change failure with CPA/CPC execution failure and if so how to distinguish them e.g., MN can indicate SN about the PSCell addition/change type (conditional or not) over Xn 

Proposal 7: RAN3 should study whether to define some new timers that can be helpful in the detection of CPC failure types e.g., time elapsed since the last CPC configuration until SCG failure or time elapsed since CPC execution until SCG failure

2.2  MRO for MR-DC SCG failures
· how to introduce stage 2 descriptions of PSCell change failure in (NG)EN-DC in TS36.300
· whether/how to enhance SCGFailureInformationNR or SCGFailureInformationEUTRA message
· whether to introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2
· how to forward SCG failure information from MN to SN, e.g., via a new inter-node RRC message, reuse the existing CG-ConfigInfo inter-node message, or explicit IEs over Xn
· whether/how MN decodes measResultSCG to obtain SCG measurement result for MRO analysis


Observation 3: Rel-17 supports MRO for only NR-DC failures. Upon receiving SCGFailureInformation from UE, MN sends SCG FAILURE INFORMATION REPORT to last serving SN. Further, last serving SN can inform MN whether the SCG failure occurred or not via SCG FAILURE TRANSFER over Xn
 
Observation 4: SCG failure information reported by the UE is always encoded in the format of the MN RAT. If the MN just forwards the SCG failure information from the UE to the SN (in case of NE-DC, (NG)EN-DC and EN-DC), it is impossible for the SN to decode it

Proposal 8: In case of SCG failures in NE-DC, (NG)EN-DC and EN-DC, MN needs to translate the SCG failure information encoded in the MN RAT format, re-organize the information with the SN RAT format and send it to SN either via an inter-node message or explicit signaling over Xn. Send LS to RAN2 to convey the issue and ask its views.

2.3 MRO for Fast MCG Recovery 

· Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure).
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired).
· Whether to consider Sub-Case b1/Sub-Case b2/Case c-f
· Enhancements of UE reported information for MRO enhancements for Fast MCG Failure Recovery

	Sub-Case b1: T316 runs out on the UE side while the SN is trying to deliver the MN message, in this case the maximum number of retransmissions at the SN side has not been reached.

	Case b1) is T316 expiry case – same as case b). No need to mention the status of max number of RLC ReTx

	Sub-Case b2: The SN reaches the maximum number of retransmissions while T316 has not expired on the UE side. In this case the SN cannot make any further attempts to deliver the MN message, but the UE will continue to wait for it for the remainder of the T316 time.

	Case b2) is basically SCG failure due to maxRLCReTx when T316 is running. This is same as case a)

	Case c: Fast recovery near failure case, i.e., UE receives the response message from MN via SN while T316 is running which almost expires but not yet.

	This needs new trigger condition for SHR e.g., T316 based trigger

	Case d: Failure case for CHO based recovery failure after fast MCG recovery failure

	This is case of successive failures, can be de-prioritized.

	Case e: Subsequent failure after successful fast MCG recovery.

	Any failure happens after the successful fast MCG recovery can follow legacy MRO failure operation.

	Case f:  dual failure case, i.e., MCG failure occur while at about the same time SCG is deactivated/suspended/de-configured
	OK to consider




Proposal 9: There is no need to consider Sub-Case b1/Sub-Case b2/Case c/Case d/Case e
 
Proposal 10: Consider Case f for any MRO enhancements
· Case f:  dual failure case, i.e., MCG failure occur while at about the same time SCG is deactivated/suspended/de-configured.
 

3. Conclusion
MRO for CPAC

Observation 1: It is not clear what is meant by “no suitable PSCell is found” in the definition of Too Early CPA Execution.

Proposal 1: There is no need to consider Too Early CPA Execution

Proposal 2: RAN3 should discuss whether a network-based solution can be defined to optimize the set of candidate PSCells and execution conditions during CPA/CPC

Observation 1: Rel-17 supports different CPC procedures such as MN initiated inter-SN CPC, SN initiated inter-SN CPC and intra-SN CPC without MN involvement

Proposal 3: The node that initiates the CPC is responsible for performing the root cause analysis i.e., determines the CPC failure type, optimizes the CPC execution conditions and candidate PSCell list

Observation 2: In Rel-17, MN provides PSCell change failure related information (including PSCell measurements) to last serving SN via SCG FAILURE INFORMATION REPORT over Xn and last serving SN can feedback MN via SCG FAILURE TRANSFER if the root cause of SCG failure may have occurred in the other nodes

Proposal 4: Reuse SCG FAILURE INFORMATION REPORT over Xn for MN to report CPA/CPC failure related information to SN

Proposal 5: RAN3 should discuss whether to reuse SCG FAILURE TRANSFER to inform MN that the root cause of CPC failure may have occurred in other nodes (as in Rel-17 MRO for SCG failures) or whether the SCG Reconfiguration Notification IE introduced in SN Modification Required is sufficient.

Proposal 6: RAN3 should study whether there is a need to distinguish PSCell addition/change failure with CPA/CPC execution failure and if so how to distinguish them e.g., MN can indicate SN about the PSCell addition/change type (conditional or not) over Xn 

Proposal 7: RAN3 should study whether to define some new timers that can be helpful in the detection of CPC failure types e.g., time elapsed since the last CPC configuration until SCG failure or time elapsed since CPC execution until SCG failure

MRO for MR-DC SCG failures

Observation 3: Rel-17 supports MRO for only NR-DC failures. Upon receiving SCGFailureInformation from UE, MN sends SCG FAILURE INFORMATION REPORT to last serving SN. Further, last serving SN can inform MN whether the SCG failure occurred or not via SCG FAILURE TRANSFER over Xn

Observation 4: SCG failure information reported by the UE is always encoded in the format of the MN RAT. If the MN just forwards the SCG failure information from the UE to the SN (in case of NE-DC, (NG)EN-DC and EN-DC), it is impossible for the SN to decode it

Proposal 8: In case of SCG failures in NE-DC, (NG)EN-DC and EN-DC, MN needs to translate the SCG failure information encoded in the MN RAT format, re-organize the information with the SN RAT format and send it to SN either via an inter-node message or explicit signaling over Xn. Send LS to RAN2 to convey the issue and ask its views.

MRO for Fast MCG Recovery

Proposal 9: There is no need to consider Sub-Case b1/Sub-Case b2/Case c/Case d/Case e

Proposal 10: Consider Case f for any MRO enhancements
· Case f:  dual failure case, i.e., MCG failure occur while at about the same time SCG is deactivated/suspended/de-configured.
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